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a b s t r a c t

We establish sufficient conditions for the asymptotic normality of kernel density estima-
tors applied to causal linear random fields, bym-dependent approximation. Our conditions
on the coefficients of linear random fields are weaker than the known results, although
our assumption on the bandwidth is not minimal. We also establish a convergence rate of
Berry–Esseen’s type.
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1. Introduction

Let {Xi}i∈Zd , d ∈ N be a stationary zero-mean random field, such that themarginal probability density function f (·) exists.
We are interested in the Parzen–Rosenblatt kernel density estimator of p(x) in the form of

fn(x) =
1

ndbn


i∈[[1,n ]]d

K

x − Xi

bn


, x ∈ R. (1)

Throughout this paper, we assume that the kernel K : R → R is a bounded Lipschitz-continuous density function, and the
bandwidth bn satisfies

bn → 0 and ndbn → ∞ as n → ∞. (2)

We also write, for a, b ∈ Z, [[a, b]] ≡ {a, a + 1, . . . , b}.
This problemwas first considered by Rosenblatt [18] and Parzen [15], in the case that Xi’s are independent and identically

distributed (i.i.d.) random variables: in particular, one can show the consistency

lim
n→∞

fn(x) = p(x),
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and the asymptotic normality

(ndbn)1/2(fn(x) − Efn(x)) ⇒ N (0, σ 2
x ) as n → ∞, (3)

where σ 2
x = p(x)


K 2(s)ds. See for example Silverman [19] for more references on density estimation problems with

i.i.d. data.
The case that Xi’s are dependent, however, has presented more challenges, and we focus on establishing the asymptotic

normality (3) in this paper. The dependent one-dimensional case has been considered by Robinson [17], Castellana and
Leadbetter [2], Bosq et al. [1], Wu and Mielniczuk [23] and Dedecker and Merlevède [6], among others. In particular,

Wu andMielniczuk [23] investigated thoroughly the casewhen {Xi}i∈Z is a causal linear process. Recall that a linear process
{Xn}n∈N has the form

Xi =

∞
k=−∞

akϵi−k, i ∈ N,

where


k a
2
k < ∞ and the innovations {ϵi}i∈Z are i.i.d. random variables. A causal linear process has in addition ak = 0

for all k < 0. Wu and Mielniczuk [23] showed that when ϵ0 has zero mean and finite variance, the asymptotic normality
holds if

∞
k=0

|ak| < ∞ and ak = 0 for all k < 0, (4)

with bandwidth satisfying (2) (d = 1).
The asymptotic normality of kernel density estimators for random fields has been considered by Tran [20], Hallin et al.

[11], Cheng et al. [4] and El Machkouri [8,9], among others. The extension of results in one dimension to high dimensions,
however, is not trivial. As summarized in Hallin et al. [11], ‘the points of Zd do not have a natural ordering. As a result, most
techniques available for one-dimensional processes do not extend to random fields.’ Indeed, the martingale approximation
approach taken by Wu and Mielniczuk seems difficult to be extended to high dimension. One would naturally think of a
scheme of multiparameter martingale approximation. There are a few different definitions of multiparameter martingales
in the literature. The notion of orthomartingale [14] is the most general and it seems to suit our model here. However, to the
best of our knowledge, establishing a general central limit theorem for triangular arrays of orthomartingales remains an open
problem. At the same time, other notions of multiparameter martingales, with general central limit theorems established,
have more restrictive assumptions on the underlying filtration structure. See for example the discussion in [21].

In particular, a notorious difficulty for the kernel density estimation of random fields is that one often needs more
assumptions on the bandwidth bn than the minimal one (2). This condition is minimal in the sense that it is the natural
condition for the asymptotic normality (3) to hold when Xi’s are i.i.d. To the best of our knowledge, only the recent results
by El Machkouri [8,9] assume no other but minimal condition (2) on bn for dependent random fields.

In this paper, we focus on the kernel density estimation for causal linear random fields {Xi}i∈Zd (d ∈ N) in form of

Xi =


k∈Zd,k≽0

akϵi−k, i ∈ Zd, (5)

where


i≽0 a
2
i < ∞ and {ϵi}i∈Zd are i.i.d. zero-mean random variables with finite secondmoments. Throughout this paper,

we let ‘i ≽ k’ denote ‘iτ ≥ kτ for all τ = 1, . . . , d’ for i, k ∈ Zd and write 0 = (0, . . . , 0), 1 = (1, . . . , 1) ∈ Zd. The causality
assumption is technically crucial in establishing weak conditions for the asymptotic normality. This has been known in the
one-dimensional case: somehow surprisingly, with the method of Wu and Mielniczuk [23], it remains open to weaken the
condition (4) to the non-causal version


k∈Z |ak| < ∞.

We provide new conditions on the coefficient {ai}i∈Zd such that the asymptotic normality (3) holds (see Theorem1below)
and compare with results obtained by Hallin et al. [11] and El Machkouri [9]. In both cases, our conditions are weaker on the
coefficients {ai}i∈Zd . On the other hand, our condition on the bandwidth improves the one in [11], but it is still stronger than
the minimal one (2) assumed in [9]. Note also that for the index sets, [9] considers arbitrary shapes other than [[1, n ]]

d. We
do not compare our result with Cheng et al. [4], as there is a mistake in their proof. We briefly explain the problem and how
this might be fixed in Remark 6 below. At the end, we also establish a convergence rate of Berry–Esseen’s type.

Our proof is based on them-approximation approach. As a key step of our approach, we establish a central limit theorem
for triangular arrays of stationary m-dependent random fields with unbounded m (Theorem 2). In the case that the partial
sums are taken over rectangles, this result improves a central limit theorem established by Heinrich [12] (it however treated
partial sums over general index sets). We also applied certain moment inequalities for stationary random fields established
in [21].

The paper is organized as follows. Our assumptions andmain results are presented in Section 2. Examples and comparison
with other results are provided in Section 3. Section 4 is devoted to the central limit theorem for triangular arrays of
m-dependent random fields. Section 5 establishes asymptotic normality by m-approximation. Section 6 investigates the
convergence rate. Auxiliary proofs are given in Section 7.
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