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1. Introduction

Let S be a p x p random Wishart matrix with n degrees of freedom and mean nX. Suppose that n > p and X is positive
definite. In this paper, the matrix X is referred to as covariance matrix of a multivariate normal distribution. Consider then
the problem of estimating the covariance matrix X relative to the Stein loss

L, X)) =trx 16§ —log|x 18| — p, (1.1)

where § is an estimator of X based only on S. The quality of estimators is measured by the corresponding risk function
R(8, =) = E[L(S, D).

Denote by 7 the group of p x p lower triangular matrices with positive diagonal entries such that the group 7+ acts
on S and § as follows: § — ASA' and § — ASA' for any A € Tt. Let D be the group of diagonal matrices of order p with
positive diagonal entries. The Cholesky decomposition of § stands for § = TT¢, where T € 5 and T is uniquely determined.
Stein [13] and James and Stein [9] considered invariant estimators under 7+ and showed minimaxity of the best invariant
estimator relative to the Stein loss (1.1). It is noted that the best invariant and minimax estimator is given by §° = TD?'T*,
where D¥' € D7 and the ith diagonal entry of D? is given by (n + p — 2i + 1)~". See also [4] for derivation of §°.

The discovery of the best invariant and minimax estimator §° immediately results in the unbiased and maximum
likelihood estimator S/n being not minimax. Since this surprising result, many researchers have made efforts to obtain
minimax estimators of the normal covariance matrix. For instance, see [3,14,15,2,12,7] and others. Recently, Tsukuma
and Kubokawa [17] treated a Bayesian approach to minimaxity of the best equivariant estimators under the group 7
in estimation of restricted and non-restricted scale parameter matrices in a more general model.
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A significant property of the group 7 is solvability. This indeed plays an important role in proof for minimaxity of §°.
The interesting connectivity of solvability to the proof is revealed as the Hunt-Stein theorem. For details of the Hunt-Stein
theorem, see [10,1]. Meanwhile, the solvability of the group 7" implies that 7 includes a commutator subgroup (also
called derived subgroup). In this paper, we direct our attention to the commutator subgroup of 7+ and deal with invariant
estimators under the subgroup.

Section 2 provides an explicit formula for the class of invariant estimators under the commutator subgroup of 7+ and
gives a James-Stein type best invariant estimator among a subclass of the class. Section 3 shows that the James-Stein type
invariant estimator is minimax relative to the Stein loss (1.1). The proof of minimaxity is based on a Bayesian approach with
a least favorable sequence of prior distributions, but not on the Hunt-Stein theorem. In Section 4, we obtain an improved
estimator on the James-Stein type invariant and minimax estimator, and Section 5 gives numerical results to investigate
the risk performance of minimax estimators. Section 6 states some concluding remarks with open problems.

2. Invariant estimators under a commutator subgroup

For two elements A and B of the group 5 *, the commutator of A and Bis defined by A~'B~AB. The commutator subgroup
of 7 is generated by all the commutators of 7. Denote the commutator subgroup of 7+ by . It is here noted that 7V
consists of p x p lower triangular matrices with ones on the diagonal.

Let S = Ty T,T{, where T, and T; are unique elements of D and 7 M respectively. The decomposition is often referred
to as the LDL' decomposition (factorization). For the existence and the uniqueness of the decomposition, see Golub and Van
Loan [6, Section 4.1], who also provide an algorithm of the decomposition.

Define the group action on S and § by 7 as § — ASA’ and § — ASA! for any A € 7. Then invariant estimators
under the commutator subgroup 7V are expressed as T;G(Ty)T!, where G(T;) is a symmetric matrix whose entries are
functions of Ty. Because it is very hard to handle the invariant estimators described above, we hereafter restrict ourselves
to the following class:

8 =8(Ty, T)) = T1®(Ty)T!, (2.1)

where ®(T)) lies in DT and each diagonal entry of ®(Ty) is a function of Ty.
The joint probability density function (p.d.f.) of (T, T;) is derived from the p.d.f. of §, which is written as

f(S|271) — Cn,p|271 |n/2 |S|(n—p—1)/26—(1/2)tr ):715’

where ¢, is a normalizing constant. The Jacobian of transformation from § to (To, T1) is J[S — (T, T1)] = le tip -
with T, = diag(ty, ..., tp). Denote by ¥ = T I,I" the unique decomposition of X, where 'y € 7MW and Iy =
giag(m, ., ¥p) € DF. 1t follows that |S| = []7_, t;and || = []?, y,". Hence the joint p.d.f. of (T, Ty) is given
\
P ) p
f(To, Ty, T7Y) = cap <]_[ ti‘”ﬂ’*z‘*”/z) <1‘[ y;”/2>e—<1/z>rr(rlrorarlmor{_ (2.2)
i=1 i=1

It is worth noting that the unique decomposition X = I';ToI"} is characterized by Pourahmadi [11], who pointed out

that the diagonal entries of I'y and the entries below unit diagonals of l“]_1 are interpreted as the innovation variances and
the autoregressive coefficients, respectively, in statistical analysis for longitudinal data.

We next derive a James-Stein type best invariant estimator among a subclass of (2.1). As pointed out by Eaton [4],
Theorem 6.5), the best invariant estimator is equivalent to a generalized Bayes estimator against a right invariant measure
used as a prior distribution. The right invariant measures on 7" and D" under scale transformations are expressed by
u(dry) = dry and p(dly) = ([]2, ¥, ")dTy, respectively. Then, the best invariant estimator §* = &% (T,, T;) with
respect to the Stein loss (1.1) has the form:

Lemma 2.1.
8 = 8% (1y, T)) = T 0% (Ty) T}, (2.3)
where ®”(To) = diag(df't,, ..., d}'t)) withd' = (n4+p—2i+ 1) fori=1,...,p.
Proof. The generalized Bayes estimator against prior u(dIg)u(dI'y) is expressed by
Sot s @T1ToT) 7 (To, Ty [Ty, Ty Hu(dly) w(dlo) |
{ Jot @ £ (Mo, TiTg ', T 14(dT 1) (dTo) }
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