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a b s t r a c t

When we consider a statistical test in the high dimensional case, we often need esti-
mators of the functions of the covariance matrix Σ . Especially, it is needed to estimate
a2 = (1/p)trΣ2. The unbiased and consistent estimator of a2 is proposed in preceding
study when the population distribution is multivariate normal. But it is difficult to esti-
mate in the non-normal case. So we propose the unbiased and consistent estimators for
some functions of covariance matrix including a2 under the non-normal case. Through the
numerical simulation, we confirmed the accuracy of the approximation of our proposed
estimators. Using proposed estimators, we proposed a test for assessing multivariate nor-
mality of the high-dimensional data.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

We consider the one-sample problem, that is, let x1, . . . , xN be independent p-dimensional random vectors, each xi can
be expressed as

xi = µ + Σ1/2zi, (1)

and zi has a distribution F with mean vector 0 and a covariance matrix Σ , where Σ is p × p positive definite. When we
deal with statistical tests of the multivariate analysis for high-dimensional data, we often need the estimator of trΣ2 (e.g.
Schott [11], Srivastava and Fujikoshi [13], Chen and Qin [1], Fujikoshi et al. [4], and so on). Srivastava [12] proposed unbiased
and consistent estimator of trΣ2/p(=: a2) under some conditions and the assumption that F is normal. The estimator is
given by

ã2 =
n2

(n − 1)(n + 2)
1
p


tr S2 −

1
n
(tr S)2


, (2)
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where

x̄ =
1
N

N
i=1

xi, n = N − 1,

S =
1
n

N
i=1

(xi − x̄)(xi − x̄)′.

Subsequently, Srivastava et al. [14] verified that this has consistency under a condition ‘‘CS: the elements of z =

(z1, . . . , zp)′ ∼ F are independent of each other and the eighth moments of zi (i = 1, . . . , p) are finite’’ even if F is
not normal. Note that their estimator is not generally unbiased. Chen and Qin [1] and Chen et al. [2] also proposed other
consistent estimator of a2 under the condition ‘‘CC : E[zα1

ℓ1
zα2
ℓ2

· · · zαq
ℓq

] = E[zα1
ℓ1

] · · · E[zαq
ℓq

] for a positive integer q such thatq
i=1 αi ≤ 8 and ℓ1 ≠ ℓ2 ≠ · · · ≠ ℓq and the fourth moments of zi (i = 1, . . . , p) are finite’’. However the method of

Chen and Qin has a bias and the method of Chen et al. is complicated form. Additionally, the consistency of these estimators
is derived under strong moment conditions which it is difficult to satisfy without the assumption that elements of z are
independent of each other. So, we propose the unbiased consistent estimators of not only trΣ2 but also (trΣ)2 and κ11 in
simple form, where

κij := E[z ′Σ izz ′Σ jz] − 2 trΣ i+j
− trΣ i trΣ j. (3)

For normal case, κij is equal to zero (Magnus andNeudecker [8]). κ11 is one of the important parameters to indicate difference
from the normal distribution.

The present paper is organized as follows. In Section 2, we propose these estimators and prove the unbiasedness and
the consistency. In Section 3, we verify the performance of the our proposed estimators by using Monte Carlo method. In
Section 4, using our proposed estimators, we provide the new test statistics testing the normality. Technical details are
provided in an Appendix.

2. Unbiasedness and consistency of estimators

Firstly, we set up the asymptotic framework A1 and assumption A2:

A1 : n/p → c0 ∈ (0, ∞),

A2 : ai := trΣ i/p → ai0 ∈ (0, ∞) (for i = 1, . . . , 4).

When the estimation of trΣ2 is considered, we often use tr S2 and (tr S)2. The expectations of these statistics are calculated
as

E[tr S2] =
1
N

κ11 +
N

N − 1
trΣ2

+
1

N − 1
(trΣ)2, (4)

E[(tr S)2] =
1
N

κ11 +
2

N − 1
trΣ2

+ (trΣ)2. (5)

Since there are three unknown parameters in the expectations, it is impossible to estimate trΣ2 by only tr S2 and (tr S)2. So
we propose another statistics as

Q :=
1

N − 1

N
i=1

((xi − x̄)′(xi − x̄))2. (6)

The expectation of Q is expressed as

E[Q ] =
N2

− 3N + 3
N2

κ11 +
2(N − 1)

N
trΣ2

+
N − 1
N

(trΣ)2. (7)

By solving simultaneous equations (4), (5), and (7), we obtain the following theorem.

Theorem 1. For model (1), the unbiased estimators of trΣ2, (trΣ)2, and κ11 are obtained as

trΣ2 =
N − 1

N(N − 2)(N − 3)
{(N − 1)(N − 2)tr S2 + (tr S)2 − NQ },

(trΣ)2 =
N − 1

N(N − 2)(N − 3)
{2 tr S2 + (N2

− 3N + 1)(tr S)2 − NQ },

κ̂11 =
−1

(N − 2)(N − 3)
{2(N − 1)2 tr S2 + (N − 1)2(tr S)2 − N(N + 1)Q }.
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