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a b s t r a c t

Right-censored and length-biased data arise in many applications, including disease
screening and epidemiological cohort studies. It is challenging to analyze such data, since
independent censoring assumption is violated in the presence of biased sampling. In this
paper, we study the varying-coefficient transformation models with right-censored and
length-biased data. We use the local linear fitting technique and propose estimators of
varying coefficients by constructing the local inverse probability weighted estimating
equations. We have shown that the proposed estimators are consistent and asymptotically
normal and their variances can be estimated consistently. We pay special attention to the
case where the censoring variable depends on the covariates. We conduct simulation stud-
ies to assess the performance of the proposed method and demonstrate its application on
a real data example.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Length-biased data arise in many applications, including disease screening and epidemiological cohort studies. The
prevalent sampling design, with which only studying subjects with a condition or disease are sampled, is generally more
efficient in practice. The observations collected via this sampling scheme are usually subject to right-censoring due to the
loss of follow-up. In addition, the observations are also left truncated, as those who failed before the recruitment cannot be
observed.When the truncation time follows a uniformdistribution, that is, the incidence of disease onset follows a stationary
Poisson process, the observations from a prevalent cohort study are length-biased [31]. For example, in the Canadian study
of Health and Aging (CSHA), about 10,000 Canadians over 65 years old were recruited and screened for dementia. For the
individuals who were found to have dementia in the study population, the approximate date of onset of dementia and the
subsequent time of death or censoring were recorded. Length-biased sampling occurred here because those individuals
who had dementia and did not survive to the examination time for the CSHA were excluded from the study. Only those
individuals who had dementia and lived out the examination time for the CSHA could have been observed (see [2]).

The analysis of right-censored and length biased data has attracted a lot of attention in the literature. Many articles focus
on estimating the unbiased distribution under length-biased sampling. See, for example, [30,32,33,20,2]. One challenge in
analyzing such data is the dependence between the right censoring time and the failure time, i.e. informative censoring.
Some authors avoided this difficulty by prohibiting right censoring [32–34] or ignoring it.
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Another challenge is that the observed length-biased data change the model structure assumed for the target popula-
tion. For example, under the Cox proportional hazards model, the standard partial likelihood approach is not suitable for
the length-biased data because its likelihood function cannot be decomposed in the usual way. Qin and Shen [25] developed
weighted estimating equation methods for estimating the Cox model, taking into account the change of the model struc-
ture. Themore recentwork has discussed statistical inference for both parametric and non-parametric regressionmodels for
the length-biased data. For example, Shen, Ning and Qin [28] studied the covariate effects on failure times using the semi-
parametric transformation and the accelerated failure time (AFT) models. Ning, Qin and Shen [23] proposed a Buckley–
James-type estimator for estimating the covariate effects under the AFT models.

In this paper, we consider the varying-coefficient transformation model for right-censored and length-biased data. The
varying-coefficient model is a simple and useful extension of the standard regression model. This model has found applica-
tions in many areas, such as time series analysis [7,6,5], longitudinal data analysis [18,12], and survival analysis [11]. Many
authors have studied this model for right-censored survival data [8,14,17,27].

However, to the best of our knowledge, there has been no work on this model for right-censored and length-biased data.
The existing method cannot directly apply to such data because they involve informative censoring. In addition, length-
biased sampling changes the distribution of the observed data. We propose a method that combines the main model with
an auxiliarymodel for dependent censoring and adopt the local linear fitting technique in estimating themainmodel. Inmost
of the existing studies, it is assumed that the censoring variable is independent of the covariates. However, this assumption
is not satisfied in the situationswhere the survival time and censored time depend on some common covariates.We develop
an inverse cumulative-probability weighted approach to taking into account dependent censoring.

The rest of the article is organized as follows. In Section 2 we describe the structure of the right-censored and length-
biased data.Wedescribe an inverse cumulative-probabilityweightingmethod for dependent censoring. In Section 3we state
the main results, including the consistency and asymptotic normality of the proposed estimators. Based on these results,
we provide consistent variance estimation for these estimators. In Section 4 we conduct simulation studies to evaluate the
finite sample performance of the proposed method and analyze a real data set to illustrate its application. The proofs of the
asymptotic results are given in the Appendix.

2. Model and estimating procedure

2.1. Background

Let T̃ be an uncensored variable of interest without length-bias, that is, the time from the initiation event to the failure
event. Consider the varying-coefficient model

H(T̃ ) = a(U)TX + ε, (2.1)

where H(·) is a known function, a(U) = (a1(U), . . . , ap(U))T is a p × 1 vector of unknown coefficient functions and X is a
p-dimensional vector of covariates. A well-known form ofH(·) is the Box–Cox [4] transformation. For simplicity, we assume
that U is a single variable and the error term ε satisfies E(ε) = 0, E(ε2) = σ 2

ε < ∞.
Let A be the time from the initiating event to examination, V be the duration measured from the examination to the

failure, and C be the time from the examination to censoring. Under length-biased sampling, only those T with T̃ > A can
be observed. So T = A + V is the observed survival time. Here A is also referred to as the truncation variable (or backward
recurrence time) and V as the residual survival time (or forward recurrence time).

Let f be the unbiased density function of T̃ . The biased density function fb of the length-biased data T given the covariates
X = x,U = u has the form (see [28])

fb(t|x, u) =
tf (t|x, u)
µ(x, u)

, µ(x, u) =


∞

0
sf (s|x, u)ds,

where f (t|x, u) denotes the unbiased density given the covariates (x, u), and µ(x, u) < ∞. It is worthy noting that the
above biased density function for the length-biased data T is derived conditionally on T̃ > A.

Suppose we have a random sample, (Yi, Ai, δi,Xi,Ui), i = 1, 2, . . . , n, where Yi = min(Ti, Ai + Ci), Ti = Ai + Vi, δi =

I(Vi ≤ Ci) and n is the sample size. We assume that given the covariates (X,U), C and (A, V ) are independent and the
stationarity assumption holds, that is, the initiation times follow a stationary Poisson process. In order to avoid lengthy
technical discussion of the tail behavior of the limiting distributions, we assume that P(C > tX,U |X,U) > 0, where
0 < tX,U = sup{t : P(V ≥ t|X,U) > 0}. By this assumption, the support of C covers the support of V for any covariate
value. Furthermore, inference is assumed to be restricted to the interval [0, τ ] to ensure that all regression parameters are
estimable, where τ is chosen such that infx,u P(V ≥ τ |x, u) > 0.

2.2. Inverse cumulative-probability of censoring weighting estimators

We combine the method of Efron’s redistribution-of-mass and that of Shen, Ning and Qin [28] to construct the weighted
estimating equations for right-censored and length-biased data. The key idea is to use the inverse cumulative-probability
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