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a b s t r a c t

We introduce families of jointly symmetric, binary distributions that are generated over
directed star graphs whose nodes represent variables and whose edges indicate positive
dependences. The families are parametrized in terms of a single parameter. It is an out-
standing feature of these distributions that joint probabilities relate to evenly spaced con-
centric rings. Kronecker product characterizations make them computationally attractive
for a large number of variables.We study the behavior of differentmeasures of dependence
and derivemaximum likelihood estimateswhen all nodes are observed andwhen the inner
node is hidden.
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1. Introduction

We define and study a family of distribution for p = 1, 2, . . . binary random variables, denoted by A1, . . . , AQ , L. Each
variable has equally probable levels, so that the variables are symmetric. There are Q response variables A1, . . . , AQ , to a
single common explanatory variable L, named the signal and having the levels strong or weak. The possible responses are to
succeed or to miss. We use as a convention that success for Aq is coded 1 and that a strong signal of L is also coded 1. For the
low level, we use either−1 or 0. Of special interest are situations inwhich the signal cannot be directly observed, it is instead
hidden or latent, but the aim is to understand and estimate the joint structure including L. In that case,wehave t = 1, . . . , 2Q

level combinations.
We let Kt = a1+· · ·+aQ denote the number of ones in any given sequence of response-level combinations, (a1, . . . , aQ ),

and define a normalizing constant, cQ = 2(1 + α)Q for 1 ≤ α < ∞, to write with {0, 1} coding, also known as baseline
coding, for the joint p-dimensional distribution

π(a1, . . . , aQ , l) cQ =


αKt for l = 1,
α(Q−Kt ) for l = 0.

(1)
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Fig. 1. Star graph with equal dependences of five leaves on one common root (left) and a graph of evenly-spaced concentric rings (right).

For the {−1, 1} coding of the levels, known also as effect coding, the symmetry of each of the binary variables implies
zero mean and unit variance. For L, we write

pr(L = 1) = pr(L = −1) =
1
2
, E(L) = 0, E(L2) = 1.

For any such binary variable pair (A, L), the correlation coefficient ρ, which is
ρ = cov(A, L) = E(AL),

ranges in 0 ≤ ρ < 1 and
α = (1 + ρ)/(1 − ρ), ρ = (α − 1)/(α + 1). (2)

The correlation ρ is also the regression coefficient in a projection of A on L. Furthermore, independence of A from L, denoted
by AyL, relates to α and ρ via

AyL ⇐⇒ (α = 1) ⇐⇒ (ρ = 0).
This last case would give a degenerate model in Eq. (1), hence it is excluded for some purposes. Table 1 shows how two

types of sequences of ratios forρ generate all possible even and odd positive integers forα and hence proper counts in Eq. (1).

Table 1
An integer valued α for symmetric binary variables in concentric-ring models.

α 1 3 5 7 9 11 13 15 . . .
ρ 0 1/2 2/3 3/4 4/5 5/6 6/7 7/8 . . .

α 2 4 6 8 10 12 14 16 . . .
ρ 1/3 3/5 5/7 7/9 9/11 11/13 13/15 15/17 . . .

Aswill be shown, amodel with density given by Eq. (1) has several attractive features that were not previously identified
even though it is a special case of a number of models that have been intensively studied. For instance, it is a distribu-
tion generated over a labeled tree [4], hence a lattice-conditional-independence model [15] and a directed-acyclic-graph
model [20,14] or a Markov field for binary variables [6], an Ising model of ferromagnetism, a binary quadratic exponential
distribution [2,5] and a triangular system of symmetric binary variables [22].

With L in Eq. (1) unobserved, the resultingmodel may be regarded as a simplest case for constructing phylogenetic trees;
see [24,1] and the previous extensive literature in this area. Or, it can be viewed as a special latent-class model [12,13], the
one with the closest analogy to a Gaussian factor analysis model having a single factor.

A star graph is a directed-acyclic graph with one inner node, L, from which Q arrows start and point to the uncoupled,
outer nodes, 1, . . . ,Q . For p = 6, the left of Fig. 1 shows such a star graph, having equal regression coefficients ρ when
regressing each Aq on L, for q = 1, . . . ,Q .

For Gaussian and for binary distributions generated over star graphs as those in Fig. 1, the correlation matrices of the p
variables are of identical form; see [21]. For p = 5, such correlation matrices are in Table 2, with ‘·’ indicating a symmetric
entry.

Table 2
Correlation matrix for p = 5; left: to Eq. (1), right: to a binary latent class model.

1 ρ2 ρ2 ρ2 ρ

. 1 ρ2 ρ2 ρ

. . 1 ρ2 ρ

. . . 1 ρ

. . . . 1



1 ρ1ρ2 ρ1ρ3 ρ1ρ4 ρ1
. 1 ρ2ρ3 ρ2ρ4 ρ2
. . 1 ρ3ρ4 ρ3
. . . 1 ρ4
. . . . 1

.

Another feature of the joint probabilities in (1) is that the conditional odds-ratios for each pair Aq, L given the remaining
Q − 1 variables are equal to α2. When one interprets these as equal distances, concentric rings such as those on the right of
Fig. 1 may result. The number of rings increases with an increase of Q as illustrated with Table 6 in Section 3. This explains
the chosen name of this family of distributions. First, we generate the distributions over star graphs.
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