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a b s t r a c t

In this article, we consider the problemof testing the equality ofmean vectors of dimension
p of several groups with a common unknown non-singular covariance matrix 6, based
on N independent observation vectors where N may be less than the dimension p. This
problem, known in the literature as the multivariate analysis of variance (MANOVA) in
high-dimension has recently been considered in the statistical literature by Srivastava
and Fujikoshi (2006) [8], Srivastava (2007) [5] and Schott (2007) [3]. All these tests are
not invariant under the change of units of measurements. On the lines of Srivastava and
Du (2008) [7] and Srivastava (2009) [6], we propose a test that has the above invariance
property. The null and the non-null distributions are derived under the assumption that
(N, p) → ∞ and N may be less than p and the observation vectors follow a general non-
normal model.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

The problem of testing the equality of mean vectors of several groups with common unknown nonsingular covariance
matrix, the so called MANOVA or multivariate analysis of variance has been considered many times in the statistical
literature. For normally distributed observation vectors when the total sample size N is considerably larger than the
dimension p of the vector, Wilks [9] likelihood ratio test is commonly used with Box’s [2] approximation for the distribution
of the test statistic. For dimension p larger than the sample size N , this testing problem has also been recently considered
in the literature by Srivastava and Fujikoshi [8], Srivastava [5], Schott [3] and Yamada and Srivastava [10] for normally
distributed observation vectors.

In this article, we consider a generalmodel which includes normal distributions and propose a test that is invariant under
the change of units ofmeasurements. That is, the test statistic is invariant under the transformation by non singular diagonal
matrices. Thus, without any loss of generality, we assume that the covariance matrix is a correlation matrix 3 = 31/231/2,
where31/2 is the unique positive definitematrix. Since theMANOVA problem is a special case of themultivariate regression
model, we assume that the N × pmatrix of observations follow the model

Y = X2 + U31/2 (1.1)

where X is an N × kmatrix of known constants of rank k, 2 is a k × p matrix of unknown parameters, k ≤ p,

U = (u1, . . . , uN)′,
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and ui = (ui1, . . . , uip)
′ are independent and identically distributed with

E(ui) = 0, Cov (ui) = Ip, E(u4
ik) = K4 + 3, (1.2)

and for νk ≥ 0,
p

k=1 νk ≤ 4, i = 1, . . . ,N ,

E


p

k=1

uνk
ik


=

p
k=1

E(uνk
ik ). (1.3)

Here 3 = (λij) = 31/231/2 is the non-singular correlation matrix. For normally distributed ui with zero mean vector and
identity covariance matrix, the conditions (1.2)–(1.3) are satisfied with K4 = 0.

The problem of testing in the model (1.1) is that of testing the hypothesis

H : C2 = 0 vs. A : C2 ≠ 0,

where C is a q × k known matrix of rank q ≤ k. For example, in testing the equality of k = (q + 1) mean vectors, the
observation matrix Y is of the form given by

Y = (y11, . . . , y1N1; . . . ; yk1, . . . , ykNk)
′, (1.4)

where Ni independent vectors are obtained from the ith group with mean vector µi, i = 1, . . . , q + 1, and N =

N1 + · · · + Nq+1. All the observation vectors have the same covariance matrix which we have assumed in this article as
non singular correlation matrix 3. To write the problem of testing the equality of k = (q + 1) mean vectors as a regression
model, we define a vector 1r = (1, . . . , 1)′ as an r-vector with all the elements equal to one,

X =


1N1 0 0
0 1N2 0
...

...
...

0 0 1Nk

 : N × k (1.5)

and

2 = (µ1, . . . ,µk)
′
: k × p, k = q + 1. (1.6)

Thus, the regression model representing the mean vectors of k = (q + 1) groups is given by (1.1) with Y ,X and 2 defined
respectively in (1.4)–(1.6). The problem of testing the equality of k = (q + 1) mean vectors is given by H : C2 = 0 against
the alternative A : C2 ≠ 0where C is now given by q × (q + 1) matrix.

C = (Iq, −1q) : q × k, k = q + 1. (1.7)

In general, for testing the hypothesis H : C2 = 0, we consider the variation due to the hypothesis given by

B = Y ′GY , (1.8)

where

G = X(X ′X)−1C ′
[C(X ′X)−1C ′

]
−1C(X ′X)−1X ′, (1.9)

is an N × N matrix of rank q < N . The matrix G is an idempotent matrix of rank q,Gm
= G for a positive integerm. That is,

there are q eigenvalues that are equal to 1 and the remaining N − q eigenvalues are zero.
For asymptotic results for regression models under non-normal distributions, some assumptions on the so-called design

matrix X = (xij) are made. For example, it is common to assume that N−1X ′X goes to a positive definite matrix and that xij’s
are uniformly bounded. In our case, we assume that G = (gij), gij = O(N−1). This gives

N
i=1
N

j=1 g
2
ij = O(1), which in our

case is q < ∞. This also gives
N

i=1 g
2
ii = O(N−1). The above assumption along with assumptions on the correlation matrix

are stated below.

Assumption (A). A(1) For G = (gij), gij = O(N−1),
A(2) limp→∞(tr [32

]/p) < ∞,
A(3) limp→∞(tr [34

]/p2) = 0,
A(4) N = O(pδ), δ > 1/2, q < ∞,
A(5) lim(n,p)→∞{(pq)−1tr [3MM ′

]} = 0,

where

M = 2′C ′
[C(X ′X)−1C ′

]
−1/2, G+ = (gij+), (1.10)

and gij+ = |gij|, i ≠ j, i, j = 1, . . . ,N, gii ≥ 0.
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