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a b s t r a c t

Nested parameter spaces, either in the null or alternative hypothesis, often enable an
improvement in the performance of the tests. In this context, order restricted inference has
not been studied in detail. Divergence basedmeasures provide a flexible tool for proposing
some useful test statistics, which usually contain the likelihood ratio-test statistics as a
special case. The existing literature on hypothesis testing under inequality constraints,
based on phi-divergence measures, is concentrated on specific models with multinomial
sampling. In this paper the existing results are extended and unified through new families
of test-statistics that are valid for nested parameter spaces containing either equality or
inequality constraints and general distributions for either single or multiple populations.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

We consider samples coming from g populations Xi1, . . . ,Xij, . . . ,Xini , i = 1, . . . , g , with ni being the sample size and
Xij = (Xij1, . . . , Xijmi)

T beingmi-dimensional independent and identically distributed random variables. The sampling units
have the same distribution function (density function) Fθi(x)(fθi(x)), i = 1, . . . , g , which depend on an unknown parameter
θi = (θi1, . . . , θiki)

T
∈ Θi ⊂ Rki . For the i-th population, themaximum likelihood estimator (MLE) of parameter θi is given byθi = argmax

θi∈Θi
ℓni(θi), (1)

where

ℓni(θi) = logL(Xi1, . . . ,Xini; θi) (2)

and L(Xi1, . . . ,Xini; θi) =
ni

j=1 fθi(Xij) is the likelihood function associated with the i-th population. For each population
i = 1, . . . , g , we shall assume the following regularity conditions with respect to the distributions:

•
∂
∂θiu

fθi(x) and
∂2

∂θiu∂θiv
fθi(x) exist almost everywhere and are such that

 ∂
∂θiu

fθi(x)
 ≤ Gi,u(x),

 ∂2

∂θiu∂θiv
fθi(x)

 ≤ Gi,uv(x), with
Rmi Gi,u(x)dx < ∞ and


Rmi Gi,uv(x)dx < ∞;
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•
∂
∂θiu

log fθi(x) and
∂2

∂θiu∂θiv
log fθi(x) exist almost everywhere and

– the Fisher information matrix

IF (θi) = E


∂

∂θi
log fθi(Xi1)


∂

∂θi
log fθi(Xi1)

T

,

is finite positive definite;
– as δ → 0, ψi(δ) = E


sup{t :∥t∥≤δ}

 ∂2

∂θi∂θ
T
i
log fθi+t(Xi1)−

∂2

∂θi∂θ
T
i
log fθi(Xi1)

 is such that ψi(δ) → 0.

Our interest is in developing statistical inference with respect to an r-dimensional function h which depends on θ =

(θT
1, . . . , θ

T
g )

T
∈ Θ = Θ1 × · · · × Θg ⊂ Rk, with k =

g
i=1 ki > r . Hypotheses of type h(θ) = 0r , h(θ) ≠ 0r , h(θ) �

0r , h(θ) ≤ 0r , h1(θ) = 0r1 , h2(θ) ≤ 0r2 , are established on h(θ) = (h1(θ), h2(θ)), with r = r1 + r2. For this purpose, the
following regularity assumptions are made:

• function h is convex and first-order differentiable inΘi, i = 1, . . . , g;
• the r × k Jacobian matrix associated with h, namely, H(θ) =

∂

∂θT
h(θ), has the form H(θ) = (H1(θ), . . . ,Hg(θ)), where

each r × ki submatrix Hi(θ) =
∂

∂θTi
h(θ), i = 1, . . . , g , is of full rank.

In the case when only an internal comparison of components of θi inside the i-th population is considered, matrix H(θ)
is block diagonal. In such a case, if no further comparison is made, it is convenient to make the inference separately for each
population, that is, to take the results developed here with g = 1.

This paper extends and unifies the existing results in different directions. We shall propose two families of test statistics
based onφ-divergencemeasures (Sφ and Tφ families) for testing the hypotheses in (16)–(18) aswell as those in (11)–(13).We
consider one or more populations and for the latter when having different sample sizes a different version of test statistics
must be applied (Sφ andTφ families). We do not restrict ourselves to a specific form of distribution for sampling and we
consider general populations. Even though most of the procedures in the literature are developed based on the theory of
Aitchison and Silvey [1] and Silvey [28], herewe follow thework of El Barmi andDykstra [5] formultinomial sampling,which
was further extended tomore general of populations in their subsequent work. The paper is organized as follows. Sections 2
and 3 provide the basis for the asymptotic theory of the proposed test statistics to be developed later. More specifically,
in Section 2, the well-known results on the joint asymptotic distribution of maximum likelihood estimators and Lagrange
multipliers are detailed, and in Section 3 the hypothesis testing problems discussed in this paper are explained along with
the classical test statistics and the corresponding test statistics in terms of divergence measures. In Section 4, the new test
statistics are introduced and their asymptotic properties are formally established. In Section 5, a real data with two Poisson
populations is used to illustrate the results developed here. Finally, in Section 6, we focus on multinomial distributions to
perform a simulation study, more thoroughly binomial populations with small probabilities of success are analyzed.

2. Joint asymptotic distribution of maximum likelihood estimators and Lagrange multipliers

If we consider the likelihood function in (2) associated with the i-th population, the following properties of the MLE in
(1) are well-known; see for example Sen and Singer [24, p. 210].

(i) The asymptotic distribution of the MLE of θi, separately for each population, is
√
ni(θi − θi,0)

L
−−−→
ni→∞

N (0ki , I
−1
F (θi,0));

(ii) Assuming that {νi}
g
i=1 exist such that νi = limn→∞

ni
n ∈ (0, 1), with n =

g
i=1 ni and

g
i=1 νi = 1, the asymptotic

distribution of the MLE of θ of all populations is
√
n
θ − θ0


L

−−−→
n→∞

N (0k, I
−1
F (θ0)), (3)

where

IF (θ0) =

g
i=1

νiIF (θi,0) (4)

is the information matrix based on ‘‘all’’ the observations and ⊕ is the direct sum of matrices;
(iii) In particular, when n1 = · · · = ng =

n
g , apart from (3) with νi =

1
g , we can consider

n
g

θ − θ0


L

−−−→
n→∞

N


0k,

g
i=1

I−1
F (θi,0)


,

in other words, we can consider artificially that we have a population of size n
g with a single parameter θ0 and the Fisher

information matrix is (4) with νi = 1, i = 1, . . . , g .
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