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a b s t r a c t

In this paper we propose a test for testing the equality of the mean vectors of two
groups with unequal covariance matrices based on N1 and N2 independently distributed
p-dimensional observation vectors. It will be assumed that N1 observation vectors from
the first group are normally distributed with mean vector µ1 and covariance matrix Σ1.
Similarly, the N2 observation vectors from the second group are normally distributed with
mean vectorµ2 and covariancematrixΣ2.We propose a test for testing the hypothesis that
µ1 = µ2. This test is invariant under the group of p×p nonsingular diagonal matrices. The
asymptotic distribution is obtained as (N1,N2, p) → ∞ and N1/(N1 + N2) → k ∈ (0, 1)
but N1/p and N2/pmay go to zero or infinity. It is compared with a recently proposed non-
invariant test. It is shown that the proposed test performs the best.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

Let xij be independently distributed as the multivariate normal distribution with the mean vector µi and the positive
definite covariance matrix 6i for i = 1, 2 and j = 1, 2, . . . ,Ni. For notational convenience, we shall denote it as
Np(µi,6i), i = 1, 2, where p denotes the dimension of the random vectors xij. In this article, we consider the problem
of testing the hypothesis

H : µ1 = µ2 (1.1)

against the alternative

A : µ1 ≠ µ2, (1.2)

when the covariance matrices 61 and 62 of the two groups may be unequal. This problem has recently been considered
by Chen and Qin [2] who proposed a test which we denote by Tcq. The test Tcq will be described in Section 2 from which it
will be clear that it is a rather complicated test and requires considerable terms in programming and computing. Also, it is
shown that the Tcq test is almost identical to a test that can be obtained by generalizing the Bai and Saranadasa [1] test when
61 ≠ 62. In addition, the test Tcq, although invariant under the group of orthogonal transformations, is not invariant under
the units of measurements. That is, if we consider Dxij instead of xij, where D is a nonsingular p× p diagonal matrix, the test
Tcq changes, which is an undesirable feature. It may be noted that when Ni is less than p, no fully affine invariant test exists.
Thus, in this article, we propose a test that is invariant under the transformation of the observation vector xij by nonsingular
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p × p diagonal matrices. It will be shown that this new test, denoted by T , performs better than Tcq. To describe this new
test T , we introduce some notations with ni = Ni − 1, i = 1, 2:

x̄i =
1
Ni

Ni
j=1

xij and Si =
1
ni

Ni
j=1

(xij − x̄i)(xij − x̄i)′. (1.3)

In high dimensional data, since Ni may be less than p, the sample covariance matrices Si may be singular. However, the
diagonal matrices consisting of only the diagonal elements of Si = (sijk), i = 1, 2, namely,

D̂i = diag(si11, . . . , sipp), i = 1, 2, (1.4)

are non-singular matrices. Let

D̂ =
D̂1

N1
+

D̂2

N2
= (d̂ij). (1.5)

Then

R = D̂−1/2


S1
N1

+
S2
N2


D̂−1/2

= (rij) (1.6)

is the sample correlation matrix, while Si may not converge to 6i in probability since Ni may be less than p, D̂i converges in
probability to Di, where

Di = diag(σi11, . . . , σipp), 6i = (σijk), i = 1, 2, (1.7)

if max1≤k≤p σikk < ∞ uniformly in p. Let

D =
D1

N1
+

D2

N2
= (dij). (1.8)

Then, D̂ → D in probability. Similar to the sample correlation matrix R, we define the population correlation matrix R by

R = D−1/2


61

N1
+

62

N2


D−1/2

= (ρij). (1.9)

We note that under the null hypothesis H in (1.1),

E[(x̄1 − x̄2)′D−1(x̄1 − x̄2)] = tr D−1


61

N1
+

62

N2


= tr R = p.

Also, under the null hypothesis H in (1.1),

Var[(x̄1 − x̄2)′D−1(x̄1 − x̄2)] = Var(x̄′

1D
−1x̄1 + x̄′

2D
−1x̄2 − 2x̄′

1D
−1x̄2)

= Var(x̄′

1D
−1x̄1)+ Var(x̄′

2D
−1x̄2)+ 4Var(x̄′

1D
−1x̄2)

=
2tr(D−161)

2

N2
1

+
2tr(D−162)

2

N2
2

+
4tr D−161D−162

N1N2

= 2tr


D−1/261D−1/2

N1


+


D−1/262D−1/2

N2

2
= 2tr R2.

Following Corollary 2.6 of [5], we have for i = 1, 2 and j = 1, . . . , p that E(s−1
ijj ) = σ−1

ijj + O(N−1
i ). Hence, s−1

ijj =

σ−1
ijj + Op(N−1

i ). Thus,

D̂−1
= D−1

[1 + Op(N−1
m )], Nm = min(N1,N2),

which implies

q̂n =
(x̄1 − x̄2)′D̂−1(x̄1 − x̄2)− p

√
p

=
(x̄1 − x̄2)′D−1(x̄1 − x̄2)− p[1 + Op(N−1

m )]
√
p

[1 + Op(N−1
m )]

= q̃n + Op

√
p

Nm


, (1.10)
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