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a b s t r a c t

Using both time-series and cross-sectional data, a linear model incorporating autocorre-
lated random effects and sampling errors was previously proposed in small area estima-
tion. However, in practice there are many situations that we have time-related counts or
proportions in small area estimation; for example amonthly dataset on the number of inci-
dences in small areas. The frequentist analysis of these complexmodels is computationally
difficult. On the other hand, the advent of the Markov chain Monte Carlo algorithm has
made the Bayesian analysis of complex models computationally convenient. Recent intro-
duction of the method of data cloning has made frequentist analysis of mixed models also
equally computationally convenient. We use data cloning to conduct frequentist analysis
of small area estimation for Normal and non-Normal data situations with incorporating
cross-sectional and time-series data. Another important feature of the proposed approach
is to predict small area parameters by providing prediction intervals. The performance of
the proposed approach is evaluated through several simulation studies and also by a real
dataset.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

Small area estimation has received a lot of attention in recent years due to the growing demand for reliable small
area statistics. Rao [17], Jiang and Lahiri [10] and Jiang [9] have given comprehensive accounts of model-based small
area estimation. In particular, area level [4] and nested error linear regression models [1,15] are often used in small area
estimation to obtain efficient model-based estimators of small area means.

Most of the research on small area estimation has focused on cross-sectional data at a given point in time, and the research
based on time series in the context of small area estimation is limited. Scott and Smith [19], Jones [11] among others used
time-series methods to develop efficient estimates of aggregated parameters from repeated surveys. Tiller [24] used the
idea of a Kalman filter to combine a current-period state-wide estimate from the US Current Population Survey with past
estimates for the same state. However, none of them studied small area estimation by combining cross-sectional and time-
series data.

Pfeffermann and Burck [14] and Singh et al. [20] among others studied cross-sectional and time-series models for small
area estimation using Kalman filter by assuming specific models for the sampling errors over time. In a pioneering paper,
Rao and Yu [18] proposed a combined cross-sectional and time-series model involving autocorrelated random effects and
sampling errors with an arbitrary covariance matrix over time. Datta et al. [3] applied the samemodel as the Rao–Yu model
but replacing autoregressive (AR) random effects with the random walk model. Datta et al. [2] considered a similar model
but added extra terms to reflect seasonal variation in their application. Torabi [25] extended the Datta et al. [2] model to
account for spatial variation over regions.
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Themain purpose of this paper is to extend the Rao–Yumodel for non-Normal data using the frequentist paradigm. There
are many applications in small area estimation where responses are time-related counts or proportions. For example, we
may be interested to analyze themonthly dataset of a number of incidences in small areas. Indeed, these types of models fall
in the class of GeneralizedAdditiveMixedModels (GAMMs). It iswell known that the parameter estimation andprediction of
small area statistics under GAMM are extremely difficult using the frequentist approach. The Bayesian approach, especially
the non-informative Bayesian approach, has become quite popular because of its computational convenience and the ability
to provide not just the point predictors but also the associated prediction intervals. However, the implementation of a non-
informative Bayesian approach requires substantial care. The inferences may also depend on the choice of prior.

Recently, Lele et al. [12] introduced an alternative approach, called data cloning (DC), to compute the maximum
likelihood (ML) estimates and their standard errors for general hierarchical models. Similar to the Bayesian approach, data
cloning avoids high dimensional numerical integration and requires neither maximization nor differentiation of a function.
Extending this work to the Generalized Linear Mixed Model (GLMM) situation, Lele et al. [13] described an approach to
compute prediction and prediction intervals for the random effects. We use the idea of data cloning to extend the Rao–Yu
modelwith incorporating cross-sectional and time-series to non-Normal data using the frequentist paradigm. Because these
estimators areML estimators, unlike the Bayesian estimators, they are independent of the choice of priors and non-estimable
parameters are also flagged automatically.

In this paper,weuse data cloning to propose a combined cross-sectional and time-seriesmodelwithAR(1) forNormal and
non-Normal data. In the next section, we describe the combined cross-sectional and time-series models. We then describe
how data cloning can be used to obtain model parameters estimate and also to get prediction and prediction intervals for
small area parameters. The performance of the proposed approach is reported through several simulation studies and also
by an application to a real dataset. Finally, some concluding remarks are given.

2. Cross-sectional and time-series models

The basic model for the combined cross-sectional and time-series data can be described as follows. Let yit be the variable
of interest for the ith area in given time t(t = 1, . . . , T ; i = 1, . . . ,m). The yit are assumed to be conditionally independent
with exponential family p.d.f.

f (yit |θit , φit) = exp[{yitθit − a(θit)}/φit + b(yit , φit)], (2.1)
(t = 1, . . . , T ; i = 1, . . . ,m). The density (2.1) is parameterized with respect to the canonical parameters θit , known scale
parameters φit and functions a(·) and b(·). The exponential family (2.1) covers well-known distributions including Normal,
binomial and Poisson distributions. The natural parameters θit are then modeled as

h(θit) = x′

itβ + vi + uit (t = 1, . . . , T ; i = 1, . . . ,m),

where h is a strictly increasing function, the xit(p× 1) are known design vectors, β(p× 1) is an unknown vector regression

coefficient, vi
i.i.d.
∼ N(0, σ 2

v ), and uit ’s are assumed to follow a common AR(1) process for each i, that is,
uit = ρui,t−1 + ϵit , |ρ| < 1,

with ϵit
i.i.d.
∼ N(0, σ 2

ϵ ).
As special case, under Normal distribution, h(θit) = θit , the Rao–Yu model is given by

θ̂it = θit + eit(t = 1, . . . , T ; i = 1, . . . ,m),

where eit ’s are sampling errors normally distributed, given the θit ’s, with zerosmeans and a knownblock diagonal covariance
matrix Ψ with blocks Ψi. The errors (vi, ϵit , eit) are also assumed to be independent of each other. For the case of an AR(1)
model with ρ known, Rao and Yu [18] estimated σ 2

ϵ and σ 2
v by extending the simple transformation method of Fuller and

Battese [5]. Replacing σ 2
ϵ and σ 2

v by their estimators σ̂ 2
ϵ and σ̂ 2

v , they got the empirical best linear unbiased predictor (EBLUP)
of θit , θ̂it(ρ), under the AR(1) model with ρ known. Rao and Yu [18] also obtained a second-order approximation to the
estimator of mean squared prediction error (MSPE) of θ̂it(ρ) using the Taylor expansion. For the case of ρ unknown, Rao
and Yu [18] obtained a consistent estimator ρ̂ and pointed out that this estimator often takes values outside the admissible
range (−1,1), particularly for small T or small σ 2

ϵ relative to the sampling variation. To avoid this difficulty, they proposed
a naive estimator of ρ, ρ̂N , which is inconsistent and underestimates ρ in the presence of sampling errors. Although, the
resulting EBLUP estimator θ̂it(ρ̂N) was unbiased, but the corresponding estimator of MSPE was not correct to terms of order
o(m−1).

3. Frequentist inference using data cloning

Let y = (y1, . . . , ym)′ be the observed data vector and, conditionally on the random effects, w = (v1, . . . , vm,
u11, . . . , umT )

′, assume that the elements of y are independent and drawn from a distribution in the exponential family
with parameters β where yi = (yi1, . . . , yiT ), (i = 1, . . . ,m). It is also assumed that the distribution for w depends on
parameters (ρ, σ 2

v , σ 2
ϵ ). The goal of the analysis is to estimate the model parameters α = (β, ρ, σ 2

v , σ 2
ϵ )′ and predict the

small area parameters θ = (θ11, . . . , θmT )
′.



Download	English	Version:

https://daneshyari.com/en/article/1146079

Download	Persian	Version:

https://daneshyari.com/article/1146079

Daneshyari.com

https://daneshyari.com/en/article/1146079
https://daneshyari.com/article/1146079
https://daneshyari.com/

