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a b s t r a c t

We derive some general results on the Fisher information (FI) contained in the data
obtained from the ranked set sampling (RSS) design relative to its counterpart under the
simple random sampling (SRS) for a finite mixture model. We propose different variations
of RSS data and show how to calculate the FI matrix for each variation under both perfect
and imperfect ranking assumptions. Also, a comparison is made among the proposed
variations of RSS data using themissing information criterion.We discuss some interesting
cases where the ratio of the determinant of the FI matrices for the RSS and SRS data is
independent of the component densities and the number of components of the model and
it is always equal to the set size used through the RSS procedure. Theoretical results are
augmented by numerical studies for a mixture of two exponential distributions.
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1. Introduction

The Fisher information (FI) matrix is a measure to quantify the amount of information that observations from the
statistical experiment designed to investigate a parametric model carry about the unknown parameters of interest. The
FI is also useful, for example, to obtain a matrix lower bound for the covariance matrix of unbiased estimators of the vector
of unknown parameters 9, or to study the asymptotic properties of the maximum likelihood estimators of 9. In this paper,
we obtain the Fisher information matrices of different types of ranked set samples from finite mixture models and compare
them with their counterparts under simple random samples for both perfect and imperfect ranking situations. Ranked set
sampling (RSS) is a sampling procedure which can be used in situations where a small number of sampling units can be
ordered fairly accurately with respect to a variable of interest without actual measurements on them and this can also be
achieved at low cost. This means some form of ranking of units is possible. This is a useful property since quite often, exact
measurements of these units can be very tedious and/or expensive. For example, for fisheries studies (such as age structure or
the length distribution of an age or sex class of fish, especially in the case of short-lived species) or environmental risks such
as radiation (soil contamination and disease clusters) or pollution (water contamination and root disease of crops), exact
measurementswould require substantial scientific processing ofmaterials or sampling units and a high cost as a result,while
the variable of interest from a small number of experimental (sampling) units may easily be ranked. The RSS, as proposed by
McIntyre [8] in estimating the mean of the pasture yields, is based on this premise and it provides an interesting alternative
to simple random sampling in these situations. The process of RSS is considered by many to be a more efficient method of
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data collection. In addition, in someways, the sample so collectedmay be consideredmore representative of the population.
To evaluate the efficiency of ranked set sampling, it is commonly compared to simple random sampling.

Suppose X is a random variable distributed according to a finite mixture of M component densities with the probability
density function (pdf)

f (x; 9) = π1f1(x; θ1) + · · · + πM fM(x; θM), (1)

where πj > 0 are mixing proportions with
M

j=1 πj = 1, and fj(·; θj) is the pdf of the j-th component of the mixture which
is specified up to a vector θj of unknown parameters, known a priori to be distinct. The vector of all unknown parameters is
denoted by 9 = (π, ξ)t , where π = (π1, . . . , πM−1), ξ = (θ t

1, . . . , θ
t
M)t and the superscript t refers to the vector transpose.

For more information about the theory and application of finite mixture model we refer to McLachlan and Peel [9]. Let
f (r)(x; 9) denote the pdf of the r-th order statistic Xr:k of a simple random sample of size k from (1), where

f (r)(x; 9) = k

k − 1
r − 1


f (x; 9) [F(x; 9)]r−1

[F̄(x; 9)]k−r , (2)

F̄(x, 9) = 1−F(x, 9), and X1:k ≤ · · · ≤ Xk:k. To obtain a ranked set sample of sizemk, an initial simple random sample of size
k is taken (this is called a set of size k). These units are ordered, but without actually beingmeasured; we call this judgement
ranking, which may be perfect or imperfect. Upon ranking, only the smallest unit is measured. Following this, a second SRS
of size k is taken, ranked and the second smallest is measured. This process is repeated until k units have been measured in
which case we would have k independent order statistics {X(r)1, r = 1, . . . , k}. The whole process can be repeated m times
to obtain a ranked set sample of size n = mk denoted by XRSS = {X(r)i, r = 1, . . . , k; i = 1, . . . ,m}. Although RSS requires
identification of mk2 units from the underlying population but only mk of them are actually measured. The measurements
X(1)i, . . . , X(k)i are independent order statistics (obtained from independent sets) and each of them provides information
about different aspects of the distribution. Note that the essence of RSS is conceptually similar to the stratified sampling
technique. In particular, RSS technique uses inherent heterogeneity among the sampling units through a ranking process to
create artificial strata and so it can be considered as a stratification of the units during the sampling process based on their
ranks in the set.

Recently, Hatefi et al. [4] have considered the problem of the maximum likelihood estimation of the vector of unknown
parameters 9 for the finite mixture model (1) using RSS data. They developed suitable EM algorithms to calculate the
maximum likelihood estimators of 9 and showed that RSS based estimators of 9 are more efficient than their SRS
counterparts. They also explained the superiority of RSS estimators over their SRS counterparts using the structural
differences between SRS andRSS. In simple randomsampling (SRS), observations are independent and identically distributed
and each of them represents a typical value from the underlying distribution. However, there is no additional structure
imposed on their relationship to one another. But in RSS, additional information and structure have been provided through
the ranking process. Indeed, it is this extra information provided by the ranking and the independence of the resulting order
statistics that makes procedures based on RSS to be more efficient than their counterparts based on SRS data with the same
number of measurements. So, it is natural to quantify the amount of information that RSS data from the mixture model (1)
carries about 9 and compare it with that of SRS data. Chen [2] and Barabesi and El-Sharaawi [1] studied the FI contained in
the usual RSS data for multi parameter family of distributions and showed that it is always larger than the FI of the SRS data.

In this paper, we consider three types of ranked set samples from the finite mixture model (1). We calculate the FI
contained in each type and compare them with their SRS counterparts. The case where RSS data are obtained from the
whole model and nomore information about the component of origin of each observation is available is referred to as Type-
M0 or uncategorized RSS data. For Type-M1 or fully categorized RSS data we assume that the component of origin of each
observation x(r)i is known. In addition, we assume that in the set where x(r)i is observed from, the number of observations
smaller than (larger than) x(r)i used from the j-th component of the mixture in the ranking process is known. Finally,
we consider Type-M2 or partially categorized RSS data where each x(r)i is known to be obtained from a set consisting of
units selected from only one of the components of the mixture model. Note that for Type-M2, the data contains no more
information than its SRS counterpart about the mixing proportions π. Examples of these types of data under simple random
sampling can be found in [6]. Also, since there is no ranking involved in the SRS scheme, the SRS counterparts of both Type-
M1 and Type-M2 RSS data will be the same (see Remark 1). Adapting the notation of Titterington et al. [11], we refer to the
SRS counterpart of Type-M1 and Type-M2 RSS data as Type-C SRS data.

The outline of the paper is as follows. Section 2 develops the FI matrices for three types of RSS data under the perfect
ranking assumption. We show that the FI contained in each variation of the RSS data is larger than the FI contained in its
SRS counterpart. The results for Type-M0 RSS relative to its SRS counterpart closely resemble the results of Chen [2], but for
the finite mixture models, and they are reproduced here for the sake of completeness. We obtain some interesting results
concerning the FI of RSS data about the mixing proportions relative to its corresponding one with SRS data. In particular,
we find cases where the ratio of the determinant of the RSS and SRS Fisher information matrices neither depends on the
component densities nor to the number of components of (1) and it is always equal to the set size k. In Section 3, we pursue
with the FImatrices of the imperfect ranked set samples and explore the effect of ranking error on the amount of information
contained in each RSS data type. In Section 4, wemake a comparison among different types of perfect RSS using the missing
information criterion. Section 5 is devoted to several numerical studies using a mixture of two exponential distributions.
Finally, in the Appendix, we present some of the proofs.
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