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a b s t r a c t

An admissible estimator of the eigenvalues of the variance–covariance matrix is given for
multivariate normal distributions with respect to the scale-invariant squared error loss.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

The variance–covariance matrix of a multivariate normal distribution is usually estimated by the sample variance–
covariance matrix, which is distributed as a Wishart distribution. Let S be distributed according to Wishart distribution
Wp(ν,6), where p(≥2) is the dimension, ν(≥p) is the degree of freedom, and 6 is the variance–covariance matrix of the
original multivariate normal distribution.

In many situations of multivariate analysis, such as principle component analysis and canonical correlation analysis, we
need to estimate the eigenvalues of6 rather than6 itself. Also,many test statistics inmultivariate analysis have distributions
determined solely by the eigenvalues of 6 because of their invariance property under some natural transformations.

For the estimation of the eigenvalues of 6, the corresponding sample eigenvalues of S are usually used, but their
distribution is quite complicated and makes it difficult to obtain mathematically clear results. Especially in a decision
theoretic approach we encounter a difficulty since we essentially need the calculation of the risk (the expectation of a loss)
with respect to the distribution of the eigenvalues for finite degrees of freedom ν. Mainly because of this difficulty, there
exist only a fewpaperswhich directly dealwith the estimation of the eigenvalues from the standpoint of the decision theory.
Dey [1] and Jin [3] derive estimators which dominate the traditional estimators under the (non-scale-invariant) quadratic
loss function. In view of the decision theory, one of the important tasks is to derive an admissible estimator, but it has been
an unsolved problem so far. The aim of this paper is the derivation of an admissible estimator. For the proof of admissibility,
we adopted the method of Ghosh and Singh [2],in which they proved the admissibility of an estimator for the reciprocal of
the scale parameter of Gamma distributions using ‘‘Karlin’s method’’ [4].

Here we formally state the framework. Let λ1 ≥ · · · ≥ λp > 0 denote the eigenvalues of 6, while l1 ≥ · · · ≥ lp > 0
are the eigenvalues of S . As is well known, the distribution of l = (l1, . . . , lp) depends only on λ = (λ1, . . . , λp). For an
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estimator
ψ(l) = (ψ1(l), . . . , ψp(l)),

we measure the loss by the scale-invariant squared error loss function
p−

i=1

(ψi(l)− λi)
2/λ2i =

p−
i=1

(ψi(l)/λi − 1)2. (1)

2. Main result

Before stating themain result as a theorem,we introduce some notation. For a vector x = (x1, . . . , xp) and a set of powers
α = (α1, . . . , αp) the monomial xα11 . . . xαpp is denoted by xα. If α = α1 = · · · = αp is common, we denote the monomial
by xα . Let H = (hij) denote a p-dimensional orthogonal matrix. The group of p dimensional orthogonal matrices is denoted
by O(p) and µ is the invariant probability measure on O(p). Since we mainly work with the reciprocal of the population
eigenvalue, tj = λ−1

j (j = 1, . . . , p), more often than λj itself, we define the following notation for convenience.

Tb
a = {t = (t1, . . . , tp) | (0 ≤) a < t1 ≤ · · · ≤ tp < b (≤∞)},

G(l) = l(ν−p−1)/2
∏
i<j

(li − lj),

F(t|l) =

∫
O(p)

exp


−

1
2

p−
i=1

p−
j=1

tiljh2
ij


dµ(H),

∂iF(t|l) =
∂F(t|l)
∂ti

, i = 1, . . . , p.

The density function f (l|t) of l is given by

f (l|t) = K tν/2G(l)F(t|l), (2)
where K is a constant (not depending on l and t). Our main result is given as follows.

Theorem 1. For 1 ≤ i ≤ p, let

ψ∗

i (l) = −

ν
2

+ 1
−1


T∞
0
∂iF(t|l)tν/2−1t2i dt

T∞
0

F(t|l)tν/2−1t2i dt
.

The estimator ψ∗(l) = (ψ∗

1 (l), . . . , ψ
∗
p (l)) is admissible with respect to the loss function (1).

Remark. From the argument onp. 201 of Stein [7],we see thatψ∗ is admissible in thewhole class of estimators of population
eigenvalues, including estimators which also use the sample eigenvectors.

Proof of this theorem is given in Section 4.
Notice that ψ∗

i (l) (1 ≤ i ≤ p) can be rewritten as

ψ∗

i (l) =

p−
j=1

τij(l)lj, (3)

where

(ν + 2)τij(l) =


T∞
0


O(p) h

2
ij exp


−

1
2

p∑
s=1

p∑
k=1

tslkh2
sk


tν/2−1t2i dµ(H)dt

T∞
0


O(p) exp


−

1
2

p∑
s=1

p∑
k=1

tslkh2
sk


tν/2−1t2i dµ(H)dt

. (4)

It is easily seen that τij(l) (1 ≤ i, j ≤ p) is scale-invariant, that is, τij(cl) = τij(l) for any positive constant c. Furthermore
τij’s are nonnegative and

p−
j=1

τij(l) =
1

ν + 2
,

since
∑

j h
2
ij = 1. This means that ψ∗(l) = (ψ∗

1 (l), . . . , ψ
∗
p (l)) is an estimator which shrinks l/(ν + 2).

ψ∗

i (l) (1 ≤ i ≤ p) has another useful expression;

ψ∗

i (l) =


p−

j=1

τ̃ij(l)


li (5)
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