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a b s t r a c t

In this paper, we discuss some basic distributional and asymptotic properties of the
Pearson–Kotz Dirichletmultivariate distributions. These distributions, which appear as the
limit of conditional Dirichlet random vectors, possess many appealing properties and are
interesting from theoretical as well as applied points of view. We illustrate an application
concerning the approximation of the joint conditional excess distribution of elliptically
symmetric random vectors.
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1. Introduction

Let Z = (Z1, . . . , Zk)⊤, k ≥ 2, be a mean zero Gaussian random vector with independent components with Var{Zi} =

1, 1 ≤ i ≤ k. If λ/V , where λ ∈ (0,∞), is a gamma distributed random variable with parameters (θ/2, 1/2), with
θ ∈ (0,∞) being independent of Z , then the random vector X = (X1, . . . , Xk)

⊤ defined by

Xi
d
=

√
VZi, i = 1, . . . , k

has a generalized (Student) t-distribution with parameters λ and θ , as introduced by Arellano-Valle and Bolfarine [2]. Here,
⊤ and d

= denote the transpose sign and equality of the distribution functions, respectively. It is well-known [see [29]] that
the Gaussian random vector Z is a canonical example of a spherically symmetric random vector with radial representation

Z d
= R∗U, (1)

where U is uniformly distributed on the unit sphere of Rk and is independent of the positive random radius R∗ such that R2
∗

is chi-square distributed with k degrees of freedom. Consequently, a random vector X with the generalized t-distribution
has the radial representation

X d
= RU, with R =


λW1/W2, (2)
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whereW1 andW2 are two independent Gamma random variables with parameters (k/2, 1/2) and (θ/2, 1/2), respectively,
being further independent of U.

The generalized t-distributions, which include as a special case the well-known (Student) t-distribution, possess many
interesting distributional properties and flexibility, and are therefore useful for statistical modeling. An elaborate discussion
on various t-distributions has been provided by Kotz and Nadarajah [30]. One may also refer to [1,8,35,3,9,28,6,31–33,36]
for related discussions.

The radial representation in (2) is with respect to L2-norm. Gupta and Song [14] introduced Person Type VII distributions
with respect to Lp-norm; see also [15,39]. This class of distributions includes the generalized t-distributions for some special
choice of the parameters.

A further generalization,motivated by the aforementionedmodel, is the Pearson Type VII Dirichlet distribution discussed
by Hashorva et al. [21]. One important feature of these distributions is that the marginal distributions need not be identical,
which is the case for the generalized t-distributions. Indeed, the Pearson Type VII Dirichlet distribution is a natural
generalization of the t-distribution motivated as follows: Taking U in (2) as a symmetrized Dirichlet random vector with
parameters α = (α1, . . . , αk)

⊤
∈ (0,∞)k and p ∈ (0,∞) (see Definition 1 below), X in the stochastic representation in (2)

becomes a Lp Dirichlet random vector. For instance, a natural extension of the generalized t-distribution is achieved if in (2)
is considered a symmetrized Dirichlet distribution for U, andW1 independent ofW2 are such thatW1 is gamma distributed
with parameters (

∑k
i=1 αi, 1/p) andW2 is gamma distributed with parameters (θ, 1/p), with θ ∈ (0,∞). This choice ofW1

andW2 is motivated by the beta-independent splitting property of Dirichlet distributions [see (27) in Appendix]. For such X ,
the stochastic representation in (1) holds as well, with Z being a standard Kotz Type I Dirichlet random vector, provided that
U,W1,W2 aremutually independent.We, therefore, propose to refer to the randomvectorX with stochastic representation
in (2) as a Pearson–Kotz Dirichlet random vector.

The class of Pearson–Kotz Dirichlet random vectors inherits the main distributional properties of the t-random vectors,
and at the same time provides for more flexible models since the components of Pearson–Kotz Dirichlet random vectors
need not have the same distribution function.

The principal goal of this paper is the investigation of the main asymptotic properties of Pearson–Kotz Dirichlet random
vectors. We start with the derivation of the marginal and conditional distributions. These are useful for our main result
in which we show that the Pearson–Kotz Dirichlet random vectors possess a crucial asymptotic property. Specifically, in
Theorem 2, we provide a conditional limit result for regularly varying Dirichlet random vectors. The importance of our result
is that even though the distribution function of Dirichlet random vectors can be unknown, in a conditional framework, the
approximating random vector has a known distribution function, viz., the Pearson–Kotz Dirichlet distribution. This fact is
of interest for statistical modeling. We finally illustrate an application concerning the approximation of joint conditional
excess distribution of elliptically symmetric random vectors.

The rest of this paper is organized as follows. In Section 2, we introduce some notation and preliminary results. In
Section 3,wepresent somebasic distributional properties of the Pearson–KotzDirichlet randomvectors,which are thenused
in the derivation of our main results in Section 4 concerning the asymptotic approximation of conditioned Dirichlet random
vectors. For elliptically symmetric random vectors we show further an asymptotic approximation of the joint conditional
excess distribution, while some related results and the proofs omitted in the next sections are presented in the Appendix.

2. Preliminaries

In this section, we first present some notation and then review some key facts about Dirichlet random vectors. Let I be
a non-empty subset of {1, . . . , k}, k ≥ 2. The number of elements in I is denoted by |I|. In the following A denotes a k × k
real matrix. For any k-dimensional vector x = (x1, . . . , xk)⊤ ∈ Rk, let xI := (xi, i ∈ I)⊤ with ⊤ the transpose sign. Similarly,
if J := {1 · · · k} \ I is non-empty we define submatrices AII , AIJ , AJI , AJJ of A, and write A−1

II for the inverse of AII if it possesses
an inverse. For k-dimensional vectors x and y, let us define

x + y := (x1 + y1, . . . , xk + yk),
x > y if xi > yi ∀ i = 1, . . . , k,
xy := (x1y1, . . . , xkyk)⊤,

‖xI‖p :=

−
i∈I

|xi|p
1/p

, ‖xI‖A,p := ‖A−1
II xI‖p for p ∈ (0,∞).

Further, we shall denote by beta(a, b) and gamma(a, b) the distribution functions of a beta and a gamma random variable
with positive parameters a, bwith density functions

Γ (a + b)
Γ (a)Γ (b)

xa−1(1 − x)b−1, x ∈ (0, 1), and
ba

Γ (a)
xa−1 exp(−bx), x ∈ (0,∞),

respectively, where Γ (·) is the Euler gamma function.
If a random vector Z/c, c ∈ (0,∞) has the distribution function Q , we will denote it by Z ∼ cQ . Note that if

X ∼ beta(b, a), then Y := (1/X) − 1 has the so-called beta distribution of second kind with parameters (a, b), which is
denoted by beta2(a, b), see [26].
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