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a b s t r a c t

It is known that for nonparametric regression, local linear composite quantile regression

(local linear CQR) is a more competitive technique than classical local linear regression

since it can significantly improve estimation efficiency under a class of non-normal and

symmetric error distributions. However, this method only applies to symmetric errors

because, without symmetric condition, the estimation bias is non-negligible and there-

fore the resulting estimator is inconsistent. In this paper, we propose a weighted local

linear CQR method for general error conditions. This method applies to both symmetric

and asymmetric random errors. Because of the use of weights, the estimation bias is

eliminated asymptotically and the asymptotic normality is established. Furthermore, by

minimizing asymptotic variance, the optimal weights are computed and consequently

the optimal estimate (the most efficient estimate) is obtained. By comparing relative

efficiency theoretically or numerically, we can ensure that the new estimation outper-

forms the local linear CQR estimation. Finite sample behaviors conducted by simulation

studies further illustrate the theoretical findings.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

It is known that many smoothing methods, such as kernel regression, spline smoothing, orthogonal series approxima-
tion and local polynomial regression, have been proposed for nonparametric regression. Among the above linear
smoothers, local polynomial regression, which has been thoroughly studied in the literature (Fan and Gijbels, 1996),
is the best linear smoother in terms of minimax efficiency. However, local polynomial regression is not always the best
choice because it can lose much efficiency and be much worse than local least absolute deviation polynomial regression
when the error follows a Laplacian distribution (Fan et al., 1994; Welsh, 1996).

In contrast to the above estimation approaches for nonparametric regression, quantile regression is a robust alternative
(Koenker and Bassett, 1978). This method has been deeply investigated in the literature and widely applied in
econometrics, social sciences and biomedical studies; for comprehensive treatments see for example Koenker (2005).
Recently, Zou and Yuan (2008) proposed a new regression technique called composite quantile regression (CQR) for linear
models. The CQR model assumes that there exist common covariate effects in a range of quantiles such that the quantile
levels only differ in terms of the intercept. The CQR enjoys great advantages in terms of estimation efficiency whether the
variance of error is finite or not. It could be much more efficient than least squares. Subsequently, Kai et al. (2010)
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introduced local composite quantile regression (local CQR) for general nonparametric models. Such a method is valid for a
wide class of symmetric error distributions. As a kind of nonlinear smoothers, local CQR does not require finite error
variance, and hence can work well even when the error distribution has infinite variance. Moreover, Kai et al. (2010) have
proved that local linear CQR could significantly improve the estimation efficiency of local linear least squares for the case
of non-normal and symmetric error distributions.

Although local linear CQR is an efficient and robust alternative to local linear least squares, it is based on the
assumption of symmetric random errors. Such an assumption condition is an indispensable prerequisite for estimation
consistency since it can remove the non-vanishing term from the asymptotic representation of the estimation bias (see the
proof of Theorem 1 in Kai et al., 2010). This implies that local linear CQR becomes invalid for asymmetric errors. In practice,
however, there indeed exist many asymmetric error distributions. This motivates us to put forward a unified method to
construct unbiased local linear CQR estimation for cases of both asymmetric and symmetric errors. In this paper, we
propose a general method called weighted local linear CQR to estimate the nonparametric regression function. Our method,
containing local linear CQR as a special case, not only inherits good properties that local linear CQR owns for symmetric
errors but also is applicable to asymmetric error distributions. Because of the use of weights, the estimation bias is
eliminated asymptotically and the asymptotic normality is established. Furthermore, via minimizing asymptotic variance,
the optimal weights are computed and consequently the optimal estimate (the most efficient estimate) is obtained. Under
some criteria such as relative efficiency and average squared errors, the new estimation outperforms local linear CQR
estimation.

The rest of the paper is organized as follows. In Section 2, we first review the local linear CQR method (Kai et al., 2010)
and then present our weighted local linear CQR method for general nonparametric regression. In Section 3, we study the
asymptotic properties of the proposed method. The main theoretical results such as asymptotic normality and the optimal
weights are presented in this section. Section 4 contains a comprehensive simulation study that indicates our method
performs comparably to and in most cases better than both local linear CQR and local linear least squares in the sense of
estimation bias and estimation efficiency. Also a real data analysis is reported in Section 4. All the conditions and technical
proofs are deferred to the Appendix.

2. Methodology

Throughout this paper, we restrict our attention to the general nonparametric regression model

Y ¼mðTÞþsðTÞe,

where Y is the response variable, T is a scalar covariate independent of e, mðTÞ ¼ EðY9TÞ, which is assumed to be a smooth
nonparametric function, and sðTÞ is a positive function representing the standard deviation of e. Assume that EðeÞ ¼ 0 and
varðeÞ ¼ 1. Let Fð�Þ and f ð�Þ denote the cumulative distribution function and density function of the error e, respectively.
Denote by f T ð�Þ the marginal density function of the covariate T. Suppose that ðti,yiÞ,i¼ 1, . . . ,n, is an independent and
identically distributed random sample of the population ðT,YÞ. We consider estimating the value of m(T) at t0.

2.1. Local linear CQR

We first briefly recall the local linear CQR method. Let rtk
ðrÞ ¼ tkr�rIðro0Þ,k¼ 1,2, . . . ,q, be q check loss functions at q

quantile positions: tk ¼ k=ðqþ1Þ. Kai et al. (2010) considered minimizing the local CQR loss

Xq

k ¼ 1

Xn

i ¼ 1

rtk
fyi�ak�bðti�t0ÞgK

ti�t0

h

� �" #
, ð2:1Þ

where Kð�Þ and h denote the smooth kernel function and the smoothing parameter, respectively. We adopt the
majorization-and-minimization algorithm that was proposed by Hunter and Lange (2000) for solving the local linear
CQR smoothing estimator. Denote the minimizer of (2.1) by ðba1, . . . ,baq,bbÞ and let ba ¼ ðba1,ba2, . . . ,baqÞ

0. Then the local linear
CQR of mðt0Þ is defined as

bmcqrðt0Þ ¼
1

q

Xq

k ¼ 1

bak ¼
1

q
10ba, ð2:2Þ

where 1 is a q dimensional column vector with all elements 1.
It is worth pointing out that the local linear CQR estimator bmcqrðt0Þ could be regarded as a weighted sum of initial

estimators fbak,k¼ 1, . . . ,qg with uniform weights fok ¼ 1=q,k¼ 1, . . . ,qg. In addition, the local CQR loss (2.1) could be
thought of as a weighted sum of check functions with uniform weights and uniform quantiles ftk ¼ k=ðqþ1Þ,k¼ 1, . . . ,qg.
By checking the proof procedures of their theoretical results, we find that the combination between uniform weights inbmcqrðt0Þ and symmetric condition of the error distribution can remove the estimation bias successfully. As a result, the
local linear CQR estimator bmcqrðt0Þ is consistent.
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