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a b s t r a c t

This article reviews Bayesian inference from the perspective that the designated model is
misspecified. This misspecification has implications in interpretation of objects, such as
the prior distribution, which has been the cause of recent questioning of the appropriate-
ness of Bayesian inference in this scenario. The main focus of this article is to establish the
suitability of applying the Bayes update to a misspecified model, and relies on representa-
tion theorems for sequences of symmetric distributions; the identification of parameter
values of interest; and the construction of sequences of distributions which act as the
guesses as to where the next observation is coming from. A conclusion is that a clear
identification of the fundamental starting point for the Bayesian is described.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

One of the consequences of adopting a Bayesian approach to statistical inference is the necessary assignment of a
probability distribution (the prior) on a parameter which indexes a family of distribution functions. A parametric family
ff ðx; θÞg, with θ∈Θ, and Θ as the parameter space, has been chosen to model a sequence of observations. For the moment we
will adopt the notion that the order in which the sequence is observed does not alter how one learns, and we will use the
notation ðX1;…;XnÞ to represent an as yet unseen sequence, and ðx1;…; xnÞ as the observed values.

The Bayesian makes inference about θ through probability distributions on Θ. Starting with the prior πðθÞ, after n samples
have been observed, the posterior distribution is given by

πðθjx1;…; xnÞ ¼ lnðθÞπðθÞR
ΘlnðθÞπðdθÞ

;

where

lnðθÞ ¼ ∏
n

i ¼ 1
f ðxi; θÞ:

There seems little explanation needed for this update as it represents an application of Bayes theorem. Hence, it would
appear that as long as there is information about θ with which to construct a subjective prior, or failing this one can adopt
one of the many choices of objective prior, the data are all that are needed to provide the posterior distribution.

There are a number of ways in which Bayesian statistics can be introduced. Bernardo and Smith (1994) develop an
axiomatic approach based on the notion of rational behavior or choice. Others, for example Berry (1996), describe the
Bayesian model as a family of density functions and a prior; the posterior distribution arising as an application of Bayes
theorem, as we have previously mentioned. Having said this, there is and should be a concern with a Bayesian constructing
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the model f ðx; θÞ and then assigning a prior distribution πðθÞ only because that is what Bayesians do. We will be challenging
this perception throughout the paper, from the realistic perspective that the choice of f ðx; θÞ is misspecified. By this we mean
that there is no θ0∈Θ for which it can be assumed that the ðXiÞ are independent and identically distributed from f ðx; θ0Þ. This
is referred to as the M-open case in Bernardo and Smith (1994).

Yet the view that the Bayesian can always apply Bayes theorem is widely held and practiced and has lacked any real
challenge to the extent that the big debate in Bayes is really only about how to construct πðθÞ, i.e. the prior. The two well
known positions are the subjective Bayes and the objective Bayes approaches; see Goldstein (2006) and Berger (2006) for
recent reviews. This article is not about the debate between these ideas, as interesting as they may be.

The Bayesian also has the work of de Finetti (1937) to mention; namely the representation theorem for (0,1) exchangeable
sequences, which was later extended by Hewitt and Savage (1955) to more general spaces. This theorem, a strictly
mathematical result with no associated philosophy, is concerned with arbitrary long sequences of symmetric density
functions. It is not the intention to discuss it further here as it will be returned to later on. In fact, it is fundamental to Bayes.
The current idea here is that as long as an experimenter is willing to assume that the sequence of observations is
exchangeable, or the densities from which they arise are symmetric, then the Bayesian model follows through the
representation theorem. The point is that the representation theorem guarantees the existence of the πðθÞ. The Bayesian
appeal to de Finetti is not universal due to the simple fact that not all data structures are as elegant or as simple as
exchangeable.

The aim of this article then is to expand upon a certain issue about the prior πðθÞ once a family of density functions
ff ðx; θÞg has been selected to model the sequence of observations. We will adopt the position which is that the family of
density functions is a model only and, consequently, there is no claim that for all sample sizes n, there is a θ0∈Θ for which
the ðXiÞni ¼ 1 are independent and identically distributed from f ðx; θ0Þ. The quote of Box (1980) is well known; “All models are
wrong, some are useful”. This assumption is acceptable; but what is not acceptable to many commentators is that the
Bayesian does not deviate as a consequence; a prior πðθÞ is constructed targeting “θ0”, as though such a parameter value still
existed, and Bayes theorem is applied. Such actions are at odds with this reasonable assumption that the model is wrong.
This issue remains largely unresolved. An objective prior which attempts to target no θ and merely represents a function on
Θ space is a partial solution. However, Bayes theorem may now lack formal justification and it is difficult to assess what the
posterior means when sample sizes are small. Is the posterior also merely a function on Θ space?

Let us now consider the family of density functions ff ðx; θÞg, having adopted the assumption that the model is wrong in
that there does not exist a θ0. We do not now advocate the Bayesian carries on as though such a parameter value does exist,
but rather acknowledges there needs to be an alternative parameter value which needs to be targeted. To illustrate what is
meant here; we could if the model were correct define θ0 as the θ which minimizes

d1ðf ð�; θÞ; f 0ð�ÞÞ
where, for example, d1 denotes the L1 distance between density functions, and we use f 0ð�Þ to indicate the density function
fromwhich the observations are independent and identically distributed. Outside of the case of the existence of θ0 we need
an alternative target.

It is essential for the subjective Bayesian to know what they are talking about and targeting. For there is, for all
appropriate sets or events A, a

Pðθ∈AÞ ¼ΠðAÞ ¼
Z
A
πðdθÞ

to be specified. Presumably, in the subjective approach, this must mean something. So, according to the experimenter,
something called θ lies in a set A with probability ΠðAÞ. Unfortunately, merely specifying f ðx; θÞ is not sufficient for
Pðθ∈AÞ ¼ΠðAÞ to mean anything.

Hence, we need to target a θ which has a well defined meaning. It is also needed that this specific parameter value is
being learnt about through an application of Bayes theorem and, taking this point to its logical conclusion, we would also
need that asymptotically the sequence of posterior distributions accumulate at this selected parameter value. In the next
section we specify such a parameter value and explain its interest.

Before this, we need to discuss something pertinent. Whatever we come up with, there cannot be a distinction between
the experimenter who comes up with a model, i.e. the parametric family of densities f ðx; θÞ, which is hopeless, not thought
out and not even trying to approximate f 0ð�Þ; and the experimenter who has carefully crafted a suitable approximate model,
but wrong all the same. Unfortunately, the maths of the update cannot be made aware of these two characteristics. Hence,
we need a motivation for Bayes which works in both of these scenarios.

The layout of the article is as follows: In Section 2 we discuss what the target of the Bayesian is, or should be, in the
absence of the notion of a true θ0. In Section 3 we discuss aspects of probability pertinent to the Bayesian style of thinking
and Section 4 provides motivation for the Bayesian approach using the idea of a coherent sequence of guesses as to the
density from which the next observation is thought to come from. Section 5 discusses the important procedure of model
selection from the point of view of the work developed in Section 4. Section 6 considers necessary asymptotic studies of the
sequence of posterior distributions which actually form an integral part of the Bayesian idea. The work to this point relies on
a representation theorem for the sequence of guesses alluded to in Section 4; without this an alternative derivation of the
Bayesian posterior is needed, and this is provided in Section 7. A form of Bayesian inference is provided by Bayesian

S.G. Walker / Journal of Statistical Planning and Inference 143 (2013) 1621–16331622



Download English Version:

https://daneshyari.com/en/article/1147779

Download Persian Version:

https://daneshyari.com/article/1147779

Daneshyari.com

https://daneshyari.com/en/article/1147779
https://daneshyari.com/article/1147779
https://daneshyari.com

