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a b s t r a c t

Optimal regression designs are usually constructed by minimizing some scalar functions
of the covariance matrix of the ordinary least squares estimator. However, when the error
distribution is not symmetric, the second-order least squares estimator is more efficient
than the ordinary least squares estimator. Thus we propose new design criteria to
construct optimal regression designs based on the second-order least squares estimator.
Transformation invariance and symmetry properties of the new criteria are investigated,
and sufficient conditions are derived to check for these properties of D-optimal designs.
The results can be applied to both linear and nonlinear regression models. Several
examples are given for polynomial, trigonometric and exponential regression models, and
new designs are obtained.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Consider a linear regression model

yi ¼ z> ðxiÞθþεi; i¼ 1;⋯;n; ð1Þ

where yi is the ith response observed at xi ¼ ðx1i;…; xpiÞ> of p independent variables x1;…; xp, zðxÞARq is a vector of known
functions of x; θARq is a vector of unknown regression parameters, and the errors εi's are independent with mean 0 and
variance s2. Optimal regression designs aim to choose optimal design points x1;…; xn such that we can get the most
information about the unknown regression parameters or the regression response z> ðxÞθ. Optimal regression designs have
been studied extensively in the literature and many optimal design criteria have been proposed and studied; see, for
example, Fedorov (1972) and Pukelsheim (1993).

The ordinary least squares estimator (OLSE) is usually used to estimate θ since it is the best linear unbiased estimator.
The OLSE is given by

θ̂OLS ¼ ðZ>ZÞ�1Z>y;
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where y¼ ðy1;…; ynÞ> , and the ith row of matrix Z is z> ðxiÞ. The covariance matrix of θ̂OLS is Covðθ̂OLSÞ ¼ s2ðZ>ZÞ�1.
The commonly used A-optimal, D-optimal and E-optimal designs minimize the trace, the determinant and the largest
eigenvalue of Covðθ̂OLSÞ respectively. Optimal regression designs have been derived for various regression models and design
spaces, and they perform well under the ideal model assumptions for (1):

(i) the response function is correct,
(ii) the errors εi's are i.i.d. Nð0; s2Þ.

However, these assumptions are never true in practice.
When there are possible violations of the model assumptions, robust regression designs against small departures have

been explored. Many robust designs have been constructed to deal with small departures in the response function, in the
equal variance of the errors, in the correlation structure of the errors, and combinations of those departures. For example,
Huber (1981), Li and Notz (1982), Notz (1989) and Wiens (1992) investigated robust designs against small departures in the
response function. Fang and Wiens (2000) studied robust designs against small departures in the response function and in
the equal variance of the errors. Chen et al. (2008) worked on minimax designs for polynomial models with various types of
heteroscedastic errors, and Wiens and Zhou (1999) and Zhou (2001) worked on minimax designs robust against small
departures in the response function and in the correlation structure of the errors. However very little work has been done to
study optimal/robust designs when there is a small departure from the assumption of normal distribution. Thus, in this
paper we will explore optimal regression designs when the error distribution is asymmetric.

If the errors εi's have non-normal distributions, there are more efficient estimators than the OLSE. When the exact
distribution of the error term is known, the maximum likelihood estimator can be applied to estimate θ. However the exact
distribution of the error term is often unknown in practice. In this situation, the second-order least squares estimator (SLSE)
proposed in Wang and Leblanc (2008) is more efficient than the OLSE if the third moment of the error is nonzero, i.e., the
error distribution is asymmetric. The SLSE does not depend on the exact distribution of the error term, so we propose to use
the SLSE to construct optimal regression designs for asymmetric errors in this paper. In particular, for a given model we
construct the optimal distribution of x, and the design points x1;…;xn are selected randomly from the optimal distribution.
A-optimal and D-optimal designs are defined based on the SLSE, various properties including scale and shift invariance and
symmetry of D-optimal designs are explored, and sufficient conditions are derived to check for these properties. In addition,
optimal designs based on the SLSE and OLSE are compared. All results can be applied to both linear and nonlinear regression
models.

The paper is organized as follows. Section 2 reviews the SLSE and its asymptotic distribution. In Section 3, optimal
designs based on the SLSE are defined and compared with optimal designs based on the OLSE. In Section 4, transformation
invariance of D-optimal designs is studied, and a sufficient condition is obtained to check for transformation invariance.
Section 5 investigates the symmetry of D-optimal designs. Section 6 presents examples of D-optimal designs. Concluding
remarks are in Section 7. All proofs are given in the Appendix.

2. Second-order least squares estimator

The SLSE was first introduced for nonlinear models with measurement errors in Wang (2003, 2004). Since then it has
been studied and extended for regression models without measurement errors, for example, Wang and Leblanc (2008) for
nonlinear models, Abarin and Wang (2009) for censored regression models, and Chen et al. (2012) for robust SLSE for linear
models. The SLSE is asymptotically normally distributed and is more efficient than the OLSE if the third moment of the
errors is nonzero. Here we review the SLSE and its related results in Wang and Leblanc (2008) for the following model:

yi ¼ gðxi; θÞþεi; i¼ 1;…;n; ð2Þ

where gðxi; θÞ can be a linear or nonlinear function of θARq, and the errors εi's are independent and have mean Eðε∣xÞ ¼ 0
and Eðε2∣xÞ ¼ s2.

Denote the parameter vector as γ¼ ðθ> ; s2Þ> . We assume that y and ϵ have finite fourth moments, where y¼ ðy1;…; ynÞ>
and ϵ¼ ðε1;…; εnÞ> . The SLSE γ̂SLS for γ is defined as the measurable function that minimizes

QnðγÞ ¼ ∑
n

i ¼ 1
ρ>
i ðγÞW i ρiðγÞ;

where ρiðγÞ ¼ ðyi�gðxi; θÞ; y2i �g2ðxi; θÞ�s2Þ> , and W i ¼WðxiÞ is a 2�2 positive semidefinite matrix which may depend on xi.
Notice that parameters θ and s2 are estimated together in γ̂SLS, and W i can be any positive semidefinite matrix.

Suppose the true parameter value of model (2) is γ0 ¼ ðθ>
0 ; s20Þ> , and design points x1;…; xn are randomly selected from a

distribution ξ of x. Under some regularity conditions, the asymptotic covariance matrix of the SLSE is shown to be

Vðγ̂SLSÞ ¼ lim
n-þ1

Covð ffiffiffi
n

p
γ̂SLSÞ ¼ A�1BA�1;
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