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Abstract

The Kalman filter gives a recursive procedure for estimating state vectors. The recursive procedure is determined by a matrix,
so-called gain matrix, where the gain matrix is varied based on the system to which the Kalman filter is applied. Traditionally the
gain matrix is derived through the maximum likelihood approach when the probability structure of underlying system is known.
As an alternative approach, the quasi-likelihood method is considered in this paper. This method is used to derive the gain matrix
without the full knowledge of the probability structure of the underlying system. Two models are considered in this paper, the simple
state space model and the model with correlated between measurement and transition equation disturbances. The purposes of this
paper are (i) to show a simple way to derive the gain matrix; (ii) to give an alternative approach for obtaining optimal estimation of
state vector when underlying system is relatively complex.
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1. Introduction

The Kalman filter is an important algorithm and has many applications in information processes, economics and
repeated sample surveys (see Feder, 2001; Maybeck, 1979; Harvey, 1994 and reference therein). It is a recursive
procedure. A matrix, so-called gain matrix, is involved in the procedure and plays an important role in the procedure.
When the probability structure of the system of interest is known, especially the structure is normal or conditional
normal, the gain matrix is usually derived by using the maximum likelihood method (see, Harvey, 1994). Some
literature also discuss how to derive the formula of gain matrix for other situations, for examples, a linear system
without full knowledge on probability structure or a nonlinear system with normal or conditional normal probability
structure (see Anderson and Moore, 1979; Duncan and Horn, 1972). Basically, these driving procedures are tedious
and complex.

The quasi-likelihood (QL) technique has a lot of applications on the inference of stochastic processes and it is used to
obtain optimal estimation of parameters in the stochastic process of interest (see, Heyde, 1997). From inference point
of view, the Kalman filter procedure is also an estimation procedure. It claims that the output given by the Kalman
filter is optimal. Both of procedures are related to optimum issues. There must be some relationship between them.
However, due to lack of communication, this relationship has not been well studied.
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In this paper, the QL method is used to derive the gain matrix for two models: the simple state space model and the
model with correlated between measurement and transition equation disturbances. It shows that the Kalman filter for
these two models is a special application of the QL method to the models. It also shows that, as an alternative approach,
the procedure of using the QL approach to obtain the gain matrix is fairly standard and easily to be followed.

2. The QL method

Let {yt , 0� t �T } be a sample in discrete or continuous time drawn from some process taking values in r-dimensional
Euclidean space whose distribution depends on a parameter � taking value in an open subset � of p-dimensional
Euclidean space. Suppose that the possible probability distribution functions for {yt } areP={P�}, a union of parametric
families, each family being indexed by the same parameter � and that each (�,F, P�) is a complete probability space,
where � is the population for {yt } and F is a �-field generated by {yt }. Denote Ft a �-field generated by {yl}l � t , that
is, Ft contains all the information provided by the process {yl} up to time t.

Let �T be a class of mean zero, square integrable functions GT = GT ({yt , 0� t �T }, �), that is EGT (�) = 0
and E[GT G′

T ] < ∞, for each P� ∈ P with index �, where ′ denotes transpose. Let GT be a subset of �T in which
every element GT is almost surely differentiable with respect to the components of � and for which E[ĠT (�)] =
(E[�GT,i(�)/��j ])p×r and E[Gt(�)G′

t (�)] are nonsingular. The expectations are always with respect to P�.
Following the above notation, Godambe and Heyde (1987) gave the following definition for a quasi-score estimating

function in space GT .

Definition 1. G∗
T (�) is a quasi-score estimating function in GT ⊆ �T , if

(EĠT )−1E(GT G′
T )(EĠ′

T )−1 − (EĠ∗
T )−1E(G∗

T G∗′
T )(EĠ∗′

T )−1

is nonnegative-definite for all GT (�) ∈ GT , � ∈ � and P� ∈ P.

Equation G∗
T (�) = 0 is called a quasi-score normal equation. If G∗

T (�) satisfies that (EĠ∗
T )−1E(G∗

T G∗′
T ) = 1, we

call G∗
T a standardized quasi-score estimating function (associated with the space GT ). The solution of G∗

T (�) = 0 is
called the QL estimate of �.

The QL method was first introduced by Wedderburn (1974). Wedderburn’s work was mainly based on the generalized
linear model. At the same time, a similar technique was also independently developed by Godambe and Heyde. This
technique latter was called “QL” (see, Godambe and Heyde, 1987). The later technique is more focused on the
applications to the inference of stochastic processes. These two independently developed QL methods are defined in
different ways because the original approaches are different. The definition given by Godambe and Heyde (1987) is
more general than that given by Wedderburn (1974). For this aspect of discussion see Lin and Heyde (1993). We adopt
the definition of the QL given by Godambe and Heyde (1987) in this paper.

Consider a stochastic process yt ∈ Rr ,

yt = �t (�) + mt, 0� t �T , (1)

where � ∈ � ∈ Rp is the parameter needed to be estimated; �t is a function of {ys}s<t ; (in the other words, �t is
Ft−1-measurable); mt is an error process with E(mt |Ft−1)=Et−1(mt )= 0. When the following estimating function
space

GT =
{

T∑
t=1

�t (yt − �t ) | �t is a Ft−1-measurable r × p matrix

}

is considered, the standardized quasi-score estimating function in the space has the following form:

G∗
T (�) =

T∑
i=1

(Et−1(ṁt ))
′(Et−1(mtm

′
t ))

−1mt .



Download	English	Version:

https://daneshyari.com/en/article/1148668

Download	Persian	Version:

https://daneshyari.com/article/1148668

Daneshyari.com

https://daneshyari.com/en/article/1148668
https://daneshyari.com/article/1148668
https://daneshyari.com/

