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a b s t r a c t

The aim of this paper is to introduce new statistical criteria for estimation, suitable for

inference in models with common continuous support. This proposal is in the direct line

of a renewed interest for divergence based inference tools imbedding the most classical

ones, such as maximum likelihood, Chi-square or Kullback–Leibler. General pseudodis-

tances with decomposable structure are considered, they allowing defining minimum

pseudodistance estimators, without using nonparametric density estimators. A special

class of pseudodistances indexed by a40, leading for ak0 to the Kullback–Leibler

divergence, is presented in detail. Corresponding estimation criteria are developed and

asymptotic properties are studied. The estimation method is then extended to regres-

sion models. Finally, some examples based on Monte Carlo simulations are discussed.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

In parametric estimation, minimum divergence methods, i.e. methods which estimate the parameter by minimizing an
estimate of some divergence between the assumed model density and the true density underlying the data, have been
extensively studied (see Pardo, 2006 and references herein). Generally, in continuous models, the minimum divergence
methods have the drawback that it is necessary to use some nonparametric density estimator. In order to remove this
drawback, some proposals have been made in the literature. Among them, we recall the minimum density power
divergence method introduced in Basu et al. (1998), and a minimum divergence method based on duality arguments,
independently proposed in Liese and Vajda (2006) and in Broniatowski and Keziou (2009). Many statistical applications of
these methods are now available. Among them we recall applications in two sample density ratio models (Keziou and
Leoni-Aubin, 2008), in robust testing (Toma and Leoni-Aubin, 2010), applications for construction of tests of independence
in copula models (Bouzebda and Keziou, 2010a; Bouzebda and Keziou, 2010b) or applications in construction of goodness
of fit tests (Karagrigoriou and Mattheou, 2010).

The results obtained in the present paper follow this line of research. Without referring to all properties of the
divergence criterions, we mainly quote their information processing property, i.e. the complete invariance with respect to
the statistically sufficient transformations of the observation space. This property is useful but probably not unavoidable in
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the minimum divergence estimation based on similarity between theoretical and empirical distributions. In this paper
we admit general pseudodistances which may not satisfy the information processing property. The definition of the
pseudodistance, which is at the start of this work, pertains to the willingness to define a simple frame including all
commonly used statistical criterions, from maximum likelihood to the L2 norm. Such a description is provided in
unpublished Broniatowski and Vajda (2009). In the present paper we define a class of pseudodistances indexed by a40,
leading for ak0 to the Kulback–Leibler divergence. The peculiar features of these pseudodistances recommend it as an
appealing competing choice for defining estimation criteria. We argue that by defining and studying minimum
pseudodistances estimators for classical parametric models and for regression models. We present such tools for inference
with a special attention to limit properties and robustness, in a similar spirit as in Toma and Broniatowski (2011).

The outline of the paper is as follows. Section 2 introduces decomposable pseudodistances and define minimum
pseudodistances estimators. Section 3 presents a special class of minimum pseudodistances estimators. For these estimators
we study invariance properties, consistency, asymptotic normality and robustness. In Section 4, the estimation method is
applied to linear models for which asymptotic and robustness properties are derived. Finally, in order to illustrate the
performance in finite samples of the proposed method, we give some examples based on Monte Carlo simulations.

2. Decomposable pseudodistances and estimators

We consider P a parametric model with euclidian parameter space Y and we assume that all the probability measures
Py in P share the same support, which is included in Rd. Every Py has a density py with respect to the Lebesgue measure.

We denote by Pemp the class of probability measures induced by samples, namely the class of all probability measures
Pn :¼ ð1=nÞ

Pn
i ¼ 1 dXi

, where X1, . . . ,Xn is sampled according to a distribution on ðRd,BðRd
ÞÞ, not necessarily in P. In addition

to the previous notation it is useful to introduce a family of measures P0 associated to distributions generating the data
when studying robustness properties. Often, such a measure is a mixture of some element in P with a Dirac measure at
some point x in Rd. We also define Pþ :¼ P [ P0.

Definition 1. We say that D : P � Pþ/R is a pseudodistance between probability measures P 2 P ¼ fPy : y 2 Yg and
Q 2 Pþ if DðPy,Q ÞZ0, for all y 2 Y and Q 2 Pþ and DðPy,P ~y Þ ¼ 0 if and only if y¼ ~y.

Definition 2. A pseudodistance D on P � Pþ is called decomposable if there exist functionals D0 : P/R, D1 : Pþ/R and
measurable mappings ry : R

d/R,y 2Y, such that for all y 2 Y and Q 2 Pþ the expectations
R
ry dQ exist and

DðPy,Q Þ ¼D0
ðPyÞþD1

ðQ Þþ

Z
ry dQ : ð1Þ

A known class of pseudodistances has been introduced by Basu et al. (1998) and is called the class of power
divergences. This class corresponds to

DðPy,Q Þ ¼

Z
paþ1
y � 1þ

1

a

� �
payqþ

1

a qaþ1

� �
dl, ð2Þ

for a40. Note that the pseudodistances (2) are decomposable with

D0
ðPyÞ ¼

Z
paþ1
y dl, D1

ðQ Þ ¼
1

a

Z
qaþ1 dl, ry ¼� 1þ

1

a

� �
pay : ð3Þ

In the next section, we introduce a new class of pseudodistances from which a new statistical criterion for inference is
deduced.

Definition 3. We say that a functional TD : Q/Y for Q¼Pþ [ Pemp defines a minimum pseudodistance estimator
(briefly, min D-estimator), if the pseudodistance DðPy,Q Þ is decomposable on P � Pþ and the parameters TDðQ Þ 2 Y
minimize D0

ðPyÞþ
R
ry dQ on Y, in symbols

TDðQ Þ ¼ arg inf
y

D0
ðPyÞþ

Z
ry dQ

� �
for all Q 2 Q: ð4Þ

In particular, for Q ¼ Pn 2 Pemp

byD,n :¼ TDðPnÞ ¼ arg inf
y

D0
ðPyÞþ

1

n

Xn

i ¼ 1

ryðXiÞ

" #
: ð5Þ

Theorem 1. Every min D-estimator given by (5) is Fisher consistent in the sense that TDðPy0
Þ ¼ y0, for all y0 2 Y.

Proof. Consider fixed y0 2 Y. Then, by assumptions, D1
ðPy0
Þ is a finite constant. Therefore (4) together with the definition

of pseudodistance implies

TDðPy0
Þ ¼ arg inf

y
D0
ðPyÞþ

Z
ry dPy0

� �
¼ arg inf

y
D0
ðPyÞþD1

ðPy0
Þþ

Z
ry dPy0

� �
¼ arg inf

y
DðPy,Py0

Þ ¼ y0:
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