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a b s t r a c t

This paper considers the study of the optimality of the extended design generated by
adding few runs to an existing E(χ2)-optimal mixed-level supersaturated design. This
paper covers the work of Gupta et al. (2010, 2012) on extended two-level and s-level
supersaturated designs as two special cases. A lower bound to E(χ2) has been obtained
for the proposed designs. A small example is presented here attaining the lower bound.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

It is well cited in the literature that for an expensive experimentation with large number of factors, supersaturated
designs (SSDs) are helpful. An SSD is a fractional factorial design whose run size is not large enough even for estimating
the main effects represented by the columns of the design matrix. The design and analysis rely on the assumption that the
number of relatively important effects are small.

Satterthwaite (1959) initiated the notion of SSD through random balance designs. Booth and Cox (1962) proposed an
algorithm to construct systematic SSDs. Since then there has been a burst of activity in obtaining two-level SSDs. For an
excellent review, one may refer to Kole et al. (2010).

There are many experimental settings where it is not desirable to reduce the factor levels to two as it would result
in severe loss of information. In that case, designs with multi-level factors are required. The problem of generating
optimal/efficient multi-level SSDs has been studied extensively in the literature. Some useful references onmulti-level SSDs
include Yamada and Lin (1999), Yamada et al. (1999), Fang et al. (2000), Lu and Sun (2001), Lu et al. (2003), Xu andWu (2005),
Georgious et al. (2003, 2006a,b), Liu et al. (2007) and Gupta et al. (2010).

It is to be remarked thatwe frequently come across situationswhere factors having different levels come into play. In that
case mixed-level SSDs are required. Some useful references on mixed-level SSDs are Yamada and Matsui (2002), Yamada
and Lin (2002), Fang et al. (2003, 2004), Li et al. (2004), Koukouvinos and Mantas (2005), Ai et al. (2007), Tang et al. (2007)
and Gupta et al. (2009a,b, 2010).

Literature review on mixed-level SSDs reveal that E(χ2), due to Yamada and Lin (1999), is a popular criterion which
measures the overall non-orthogonality of the design. An SSD is said to be balanced if the levels of each factor appears
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equally often in the entire design. However, unbalanced two-level, multi-level andmixed-level SSDs have also been studied
in the literature (see e.g., Gupta et al., 2009a,b, 2010).

Suppose that an experimenter begins an experiment with an E(χ2)-optimal column balanced SSD involving m factors
having different levels and N runs. After the experiment is over or during the experimentation, some additional resources
may be available and the experimenter can afford to include r , more runs to the chosen E(χ2)-optimal column balanced
SSD. A natural question arises regarding the choice of the additional runs. How does the experimenter choose the runs and
then augment these runs with the chosen design so as to get an extended E(χ2)-optimal SSD. Gupta et al. (2010, 2012)
considered the same issue for two-level and s-level factors respectively.

The paper is organized as follows. In Section 2, a brief description of the notations used are given. Section 3 provides the
main result related to the lower bound to E(χ2) for the extended design. Also, as for illustration, an example of extended
SSD is presented in this section. Concluding remarks are made in Section 4. Section 5 deals with proof of main results and
some important lemmas for proving these main results of this paper.

2. Notations and preliminaries

LetD(N, s1×s2×· · ·×sm) be a class ofN-run supersaturated designs withm factors F1, F2, . . . , Fm each at s1, s2, . . . , sm
levels. Let q be the highest common factor (HCF) of s1, s2, . . . , sm and for 1 ≤ j ≤ m, sj = qs∗j . The v =

m
j=1 sj treatment

combinations are represented by m-tuples a1a2 · · · am, and are lexicographically ordered, where aj ∈ {0, 1, . . . , sj − 1}
denote the levels of the factor Fj, 1 ≤ j ≤ m. Let ∆(m, 1) = {1, 2, . . . ,m}, and ∆(m, 2) = {kl, 1 ≤ k < l ≤ m}. For
1 ≤ j ≤ m, 0 ≤ α ≤ sj −1, let nj

α be the number of times the factor Fj appears at the level α and nkl
αβ be the number of times

the factors Fk and Fl appear at levels α and β respectively. Let

φ(k) = sk
sk−1
α=0

(nk
α)2, k ∈ ∆(m, 1) and φ(kl) = sksl

sk−1
α=0

sl−1
β=0

(nkl
αβ)2, kl ∈ ∆(m, 2).

It is to be remarked that if d is column balanced, then φ(k) = N2, 1 ≤ k ≤ m. Also, let 1t be the t×1 vector with all elements
unity, It be an identitymatrix of order t and Pj = [pj(0), pj(1), . . . , pj(sj−1)] is an (sj−1)×sj matrix satisfying PjPT

j = sjIsj−1

and Pj1sj = 0. It is easy to note that, for 1 ≤ j ≤ m, PT
j Pj = sjIsj − 1T

sj1sj . This implies, for 1 ≤ α, β ≤ sj − 1, pj(α)Tpj(β) =

sjδαβ − 1, where δ is the Kronecker delta. Let Zj be the N × (sj − 1) matrix with rows pj(aij)T , 1 ≤ i ≤ N, 1 ≤ j ≤ m. Then,
the design matrix (excluding the column of ones) will be

X = [Z1 Z2 · · · Zm]. (1)

For any d ∈ D(N, s1 × s2 × · · · × sm), let cd1, cd2, . . . , cdm be itsm columns. Along the line of Yamada and Matsui (2002),
let us define the following χ2 statistic

E(χ2(d)) =
1

m(m − 1)

m
j1=1

m
j2(≠j1)=1

χ2(cdj1 , cdj2),

where for 1 ≤ j1 < j2 ≤ m,

χ2(cdj1 , cdj2) =

sj1−1
α=0

sj2−1
β=0

 sj1sj2
N


nj1j2

αβ −
N

sj1sj2

2

.

The following definition provides a notion of E(χ2)-optimal SSD.

Definition 1. An SSD d ∈ D(N, s1 × s2 × · · · × sm) will be said to be E(χ2)-optimal if it has the minimum E(χ2)-value as
stated above.

Now, we can write

E(χ2(d)) =
1

Nm(m − 1)

m
j1=1

m
j2(≠j1)=1

sj1−1
α=0

sj2−1
β=0


nj1j2

αβ −
N

sj1sj2

2

sj1sj2

=
1

Nm(m − 1)

m
j1=1

m
j2(≠j1)=1

sj1sj2

sj1−1
α=0

sj2−1
β=0

(nj1j2
αβ )2 −

N2

sj1sj2


=

1
Nm(m − 1)

m
j1=1

m
j2(≠j1)=1

φ(j1j2) − N. (2)

The E(χ2)-optimal criterion is to choose some mixed-level SSDs such that their E(χ2(d))-values are minimized.
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