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1. Introduction

Let X1,X>,...,X, be a sequence of i.i.d. real random variable defined on a probability space (L, 7, P) with distribution
function F and density function f with respect to the Lebesgue measure u. Several methods have been introduced in the
literature to estimate density functions. Only the histogram and kernel methods are considered in the study dealt with in
this paper. In order to estimate the density f with the histogram method, let P, be a partition of R into intervals A}, j € Z,
of size h, > 0, where Z is the set of relative integers. The histogram estimator of the density f is defined, for any x € R, by

faa(x) = A%’:”") whenever x € A,

where A, is the empirical probability measure associated to the sample X1, X5,..., X

The kernel density estimator was introduced for the first time by Rosenblatt (1956) and have been extensively studied
in the literature since then. The kernel estimator of the density f is defined, for any x € R, by

1 1 X*Xi
fn,2(x)=mi:Z]K< h, ),

where K is a function satisfying some regularity conditions (often K is a density itself) and (h,,) is a sequence of bandwidths.
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The L;-distance to the symmetry of a density f is defined by
V= [ feo-f-ndx
On the basis of observations X;,X5,...,X,, V may be estimated by the following quantities:
Via = / (a1 () —fo1 (=x)| dx
and
Voa = [ Fra(0-fra(-xldx
Our aim in this paper is to study the asymptotic normality of the statistics V,,; and V;,> and to build up testing procedures
to test the null hypothesis

Hy :“ V=0" versus the alternative H; : “ V> 0" .

The symmetry hypothesis relative to a distribution may be expressed in various forms. Either the case involving the
density and the L,-distance that we study here, the symmetry about a known median v, using the distribution function F,
may be defined by the following hypothesis:

Hy :*“1-Fv—x)—F(v+x)=0, x>0".
A number of statistics have been proposed to test the hypothesis Hjy or any other related hypothesis against the general
alternative that the distribution is not symmetric or narrower classes of alternatives. Note that the paper of Berrahou and
Louani (2006) gives an overview relative to the most studied ones. Their list may be completed with the paper by Ahmad

and Li (1997), Mizushima and Nagao (1998) and Dette et al. (2002) where the L,-distance is considered when testing the
symmetry of a density and a regression function.

2. Results
Throughout the paper, assume that the density f is a symmetric function.

2.1. Histogram method

Theorem 1. Assume that for any j € Z, A,j = —A,_;j and /nh; — oo, a, -0 as n—oo. Then,

Jn

Y (Vaa—E(Va) 3N©. 1) asn—oo
1

and

lim nVar(Vy 1 —E(Vaa)) = a3,
where 62 = 4(1-2/m) and B denotes the convergence in distribution.

2.2. Kernel method

Consider the following hypothesis upon the kernel K that will be used below.

(H1) K is a symmetric probability density having support contained in the closed ball of radius ] centered at zero and is
bounded by a constant x.

Let Z=(Z,,Z>) be a bidimensional random vector distributed according to the Gaussian law N,(0,I) where I is the identity
matrix. In the sequel, the L,-norm of the kernel K is denoted by IKll;. For any t € R, define the function

JeK@K@u+t)du

PO K112

Set

-1
a3 =4IKIi3 /_1 Cov(|\/1—p2(t)Z1 + p(t)Z3|, | Z>]) dt.

Theorem 2. Assume that the kernel K satisfies the hypothesis (H,). If \/nh, — oo, h, —0 as n— oo, then, we have

Jn

N (Vaa—E(Va2) SNO. 1) asn—oo
2
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