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a b s t r a c t

Pricing of American options in discrete time is considered, where the option is allowed

to be based on several underlying stocks. It is assumed that the price processes of the

underlying stocks are given by Markov processes. We use the Monte Carlo approach to

generate artificial sample paths of these price processes, and then we use nonpara-

metric regression estimates to estimate from this data so-called continuation values,

which are defined as mean values of the American option for given values of the

underlying stocks at time t subject to the constraint that the option is not exercised at

time t. As nonparametric regression estimates we use least squares estimates with

complexity penalties, which include as special cases least squares spline estimates, least

squares neural networks, smoothing splines and orthogonal series estimates. General

results concerning rate of convergence are presented and applied to derive results for

the special cases mentioned above. Furthermore the pricing of American options is

illustrated by simulated data.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

Monte Carlo methods for pricing of American options are very attractive in comparison to other methods in case of
options which are based on several (correlated) stocks (so-called basket options), because in this case in the standard
approach, in which the whole problem is reformulated as a free boundary problem for partial differential equations (cf.,
e.g., Chapter 8 in Elliott and Kopp, 1999), the numerical solution of this free boundary problem gets very complicated. And
alternative methods based on binomial trees (cf., e.g., Chapter 1 in Elliott and Kopp, 1999) are in practice not able to model
the correlation structure of more than two stocks correctly.

In this paper we consider American options in discrete time (sometimes also called Bermudan options). The price of
such an option can be represented in a risk neutral market as a solution of an optimal stopping problem

V0 ¼ sup
t2T ð0,...,TÞ

E ff tðXtÞg, ð1Þ

where ft is the (discounted) payoff function, X0, X1,y, XT is the underlying stochastic process describing e.g., the prices of
the underlying assets and the financial environment (like interest rates, etc.) and T ð0, . . . ,TÞ is the class of all
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f0, . . . ,Tg-valued stopping times, i.e., t 2 T ð0, . . . ,TÞ is a measurable function of X0,y, XT satisfying

ft¼ ag 2 F ðX0, . . . ,XaÞ for all a 2 f0, . . . ,Tg:

In the sequel we assume that X0, X1,y, XT is a Rd-valued Markov process recording all necessary information about
financial variables including prices of the underlying assets as well as additional risk factors driving stochastic volatility or
stochastic interest rates. Neither the Markov property nor the form of the payoff as a function of the state Xt is restrictive
and can always be achieved by including supplementary variables.

The computation of (1) can be done by the determination of an optimal stopping rule tn 2 T ð0, . . . ,TÞ satisfying

V0 ¼ E ff tn ðXtn Þg: ð2Þ

Let

qtðxÞ ¼ sup
t2T ðtþ1,...,TÞ

E ff tðXtÞ9Xt ¼ xg ð3Þ

be the so-called continuation value describing the value of the option at time t given Xt ¼ x and subject to the constraint of
holding the option at time t rather than exercising it. Here T ðtþ1, . . . ,TÞ is the class of all ftþ1, . . . ,Tg-valued stopping
times. Set qT ðxÞ ¼ 0. It can be shown that

tn ¼ inf fsZ0 : qsðXsÞr f sðXsÞg ð4Þ

satisfies (2), i.e., tn is an optimal stopping time (cf., e.g., Chow et al., 1971 or Shiryayev, 1978). Therefore it suffices to
compute the continuation values (3) in order to solve the optimal stopping problem (1).

One way to compute the continuation values is to use a regression representation like

qtðxÞ ¼ Efmax ff tþ1ðXtþ1Þ,qtþ1ðXtþ1Þg9Xt ¼ xg ðt¼ 0;1, . . . ,T�1Þ ð5Þ

(cf., Tsitsiklis and Van Roy, 1999, further regression representations can be found in Longstaff and Schwartz, 2001; Egloff,
2005). Typically, the underlying distributions are rather complicated, therefore it is not possible to compute the
conditional expectation in (5) directly.

The basic idea of regression-based Monte Carlo methods for pricing American options is to apply recursively regression
estimates to artificially created samples of

ðXt ,maxff tþ1ðXtþ1Þ,q̂tþ1ðXtþ1ÞgÞ

(so-called Monte Carlo samples) to construct estimates q̂t of qt. In connection with linear regression this was proposed in
Tsitsiklis and Van Roy (1999), and, based on a different regression estimation than (5), in Longstaff and Schwartz (2001).
Nonparametric least squares regression estimates have been applied and investigated in this context in Egloff (2005),
Egloff et al. (2007) and Kohler et al. (2010), smoothing spline regression estimates have been analyzed in Kohler (2008b),
recursive kernel regression estimates have been considered in Barty et al. (2008), and local polynomial kernel estimates
have been studied in Belomestny (2011).

In this paper we develop a general theory which covers the estimates of most of the above papers as well as additional
ones (e.g., orthogonal series estimates). Our main theoretical results provide a unifying tool which enables to derive rate of
convergence results for many estimates at once. Furthermore we illustrate the estimates by applying them to an option
based on the average of three correlated stocks. The simulations show that the nonparametric estimates studied in this
paper produce better results than the existing parametric ones.

1.1. Notation

The sets of natural numbers, natural numbers including zero, integers, real numbers and non-negative real numbers are
denoted by N, N0, Z, R and Rþ , respectively. The least integer greater than or equal to a real number x will be denoted by
dxe� log ðxÞ denotes the natural logarithm of x40. For a function f : Rd-R the partial derivative with respect to the j-th
component will be denoted by

@f

@xj
:

We say that an ¼OPðbnÞ if lim supn-1Pðan4c � bnÞ ¼ 0 for some finite constant c.

1.2. Outline of the paper

The precise definition of the estimates and the main theoretical results concerning the rate of convergence of the
estimates are given in Sections 2 and 3, respectively. The application of the estimates to simulated data will be described in
Section 4, and the proofs will be given in Section 5.
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