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a b s t r a c t

The consistency of estimators in finite mixture models has been discussed under the

topology of the quotient space obtained by collapsing the true parameter set into a

single point. In this paper, we extend the results of Cheng and Liu (2001) to give

conditions under which the maximum likelihood estimator (MLE) is strongly consistent

in such a sense in finite mixture models with censored data. We also show that the

fitted model tends to the true model under a weak condition as the sample size tends to

infinity.

& 2010 Elsevier B.V. All rights reserved.

1. Introduction

Finite mixture models have been much studied both theoretically and practically by several authors (Redner, 1981;
Feng and McCulloch, 1996; McLachlan and Peel, 2000; Cheng and Liu, 2001). Feng and McCulloch (1996) have proposed
unrestricted MLEs which are consistent under some complicated conditions. Cheng and Liu (2001) have provided easily-
verified conditions under which the vector of MLEs will converge to an arbitrary point in the subset representing the true
model, allowing the estimators to approach a boundary point of the parameter space. On the other hand, censored and
multimodal observations often appear in some fields such as reliability engineering, education, and so on. Chauveau (1995)
has discussed a stochastic EM algorithm for the ML fitting of finite mixture models with censored data. However little is
known about the strong consistency. In addition, these models cannot be directly applied to Cheng and Liu’s results
because each of the components does not uniformly converge to zero as the norm of its partial parameters tends to infinity.
This paper extends their approach to show the strong consistency of the MLEs for finite mixture models with censored data
when the number of components assumed is larger than or equal to the true one.

Section 3 shows the strong consistency of the MLEs and the fitted distributions in finite mixture models with fixed
censoring regions. Section 4 provides parameter spaces under which the consistency results hold in a mixture of censored
exponential distributions, a mixture of censored normal distributions, and a random censorship mixture model.

2. Definitions and assumptions

Let L1 and B+ denote the following spaces of integrable functions on R.

L1 ¼ f ðxÞjf ðxÞ is measurable, Jf J¼

Z
R
jf ðxÞjdmo1

� �
, ð1Þ
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Bþ ¼ ff ðxÞjf 2 L1,Jf J¼ 1,f ðxÞZ0g: ð2Þ

Let O1, O2 be two closed sets in Rk. We denote a metric between the two sets as follows:

disðO1,O2Þ ¼ disðO2,O1Þ ¼ inf
y2O2

inf
x2O1

jx�yj, ð3Þ

where j � j is the Euclidean norm. If O1 and O2 are singleton sets, then this metric agrees with the classic Euclidean distance.
The following is used later.

Property 1. (i) disðO1,O2Þ ¼ 0 if and only if there are sequences of points, fxng 2 O1 and fyng 2 O2 such that jxn�ynj-0 as

n-1.

(ii) disðxn,OÞ-0 if and only if there is a sequence fyng of points in O, such that jxn�ynj-0 as n-1.

Let F0 ¼ ff
0ðxjhÞjh 2Hg be a parametric family of one dimensional probability density functions (pdfs) with respect to a

s�finite measure m0 on RDR from which mixtures are to be formed. Let X0 be a random variable taking values in R with
the pdf f 0ðxjp,hÞ ¼

Pg
j ¼ 1 pjf

0ðxjhjÞ, where f 0ðxjhjÞ 2 F0, H is a closed set belonging to Rd,

p 2P� ðp1,p2, . . . ,pgÞ

�����pjZ0,
Xg

j ¼ 1

pj ¼ 1g and

8<
: ð4Þ

h 2 Hg
� fðh1,h2, . . . ,hgÞjhj 2 H,ðj¼ 1,2, . . . ,gÞg, ð5Þ

(i.e., Hg
¼H� � � � �H is the Cartesian product of g copies of H). Let G¼P�Hg be a parameter space. Then G is a closed

set.
Given a partition R0,R1,y,Rq of R, we observe a random variable X ¼ X01½X02R0 �

þ
Pq

k ¼ 1 ck1½X02Rk �
taking

values in X ¼ R0 [ fc1, . . . ,cqg, where 1½�� is an indicator function, and ck is just a code for the event fX0 2 Rkg. Let m be
the measure on X which coincides with m0 on R0 and whose restriction of fc1, . . . ,cqg is the counting measure on
this set.

Then the pdf of X with respect to m is given by

f ðxjp,hÞ ¼
Xg

j ¼ 1

pjf ðxjhjÞ, ð6Þ

where FkðhjÞ ¼
R

Rk
f 0ðtjhjÞdt, and

f ðxjhjÞ ¼ f 0ðxjhjÞ1½x2R0 � þ
Xq

k ¼ 1

FkðhjÞ1½x ¼ ck �: ð7Þ

We say that Eq. (6) is a finite mixture model with fixed censoring region. For any given ðp0,h0
Þ 2 G such that

f ðxjp0,h0
Þ 2 Bþ , we define the set

Gðp0,h0
Þ ¼ fðp,hÞjðp,hÞ 2 G, and f ðxjp,hÞ ¼ f ðxjp0,h0

Þg: ð8Þ

As well known in the ordinary mixture models, Gðp0,h0
Þ is not a singleton set, and hence the MLE is not consistent in the

sense of converging to a unique point. Therefore we shall use the distance (3) between the MLE and Gðp0,h0
Þ to discuss the

strong consistency.
In this paper, we allow the true parameter ðp0,h0

Þ to be a boundary point of G. In this case, Gðp0,h0
Þ becomes a

continuum of parameter values (e.g., see Cheng and Liu, 2001; McLachlan and Peel, 2000, p. 28). Then the true model takes
the reduced form f ðxjp0,h0

Þ ¼
Pg0

j ¼ 1 p
0
lj
f ðxjh0

lj
Þ with 1rg0rg�1, and h0

lj
2 H. This means that the true number of

components, g0, is unknown, but the maximum number of g0 is known.

2.1. Assumptions

We write expectations of g(x) under f ðxjh0
i Þ by E

h0
i
½gðXÞ� ¼

R
R0

gðxÞf ðxjh0
i Þdxþ

Pq
k ¼ 1 gðckÞfiðckjh

0
i Þ ¼

R
XgðxÞf ðxjh0

i Þdm. Here
we shall give sufficient conditions (a)–(g) under which the main results hold in the model (6).

(a) For any hj 2 H, f ðxjhjÞ 2 Bþ ðj¼ 1, . . . ,gÞ. Furthermore, f ðxjh1
j Þ ¼ f ðxjh2

j Þ in Bþ only if h1
j ¼ h2

j .
(b) The support of f ðxjhjÞ does not depend on the parameter hj 2 H.
(c) Let i=1,y,g and j=1,y,g.

� E
h0

i
½logf ðXjhjÞ�4�1 for any hj 2 H,

� E
h0

i
½logmaxff ðXjhjÞ,1g�o1 for any hj 2 H,

� E
h0

i
½logsupjh0j�hj jrrmaxf1,f ðXjh0jÞg�o1 for small r40, and any hj 2 H,

� E
h0

i
½logsupjhj jZ rmaxf1,f ðXjhjÞg�o1 for large r40.

(d) For any fixed x 2 X , f ðxjhjÞ are continuous with respect to hj 2 H.
(e) limjhj j-1f ðxjhjÞ ¼ 0 for any fixed x 2 R0.
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