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Abstract

We explore a class of vector smoothers based on local polynomial regression for fitting nonpara-
metric regression models which have a vector response. The asymptotic bias and variance for the
class of estimators are derived for two different ways of representing the variance matrices within
both a seemingly unrelated regression and a vector measurement error framework. We show that the
asymptotic behaviour of the estimators is different in these four cases. In addition, the placement of
the kernel weights in weighted least squares estimators is very important in the seeming unrelated
regressions problem (to ensure that the estimator is asymptotically unbiased) but not in the vector
measurement error model. It is shown that the component estimators are asymptotically uncorrelated
in the seemingly unrelated regressions model but asymptotically correlated in the vector measurement
error model. These new and interesting results extend our understanding of the problem of smoothing
dependent data.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The purpose of this paper is to explore the properties of local linear estimators of the mean
functions in a general nonparametric vector regression model in which the response is a
vector of correlated observations. We consider several simple methods of incorporating the
correlation structure into the estimators and conclude that, in the homoscedastic case, the
estimators we consider show no gain in asymptotic efficiency but that, in the heteroscedastic
case, gains in asymptotic efficiency from incorporating the correlation structure can be
achieved.

We consider the vector regression model in which observations y
(j)
i are related to known,

univariate explanatory variables x
(j)
i , i = 1, . . . , n, j = 1, . . . , M , by
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where f1, . . . , fM are unknown regression functions and �i = (�(1)
i , . . . , �(M)

i )T are in-
dependent random vectors with E(�i ) = 0, and Var(�i ) = �i or Var(�i ) = �(xi ) with
xi = (x

(1)
i , . . . , x

(M)
i )T. We represent Var(�i ) in two different ways because the estima-

tors we consider have different asymptotic properties in the following two cases.
Case A: Following Ruckstuhl et al. (2000) and Lin and Carroll (2000), we treat the

elements of Var(�i ) = �i as unknown constants, writing the diagonal elements as �2
ji and

the off-diagonal elements as �ji�ki�jki . There are nM(M + 1)/2 nuisance parameters so
they cannot all be unknown.

Case B: Following Ruppert and Wand (1992), we model the elements of Var(�i ) = �(xi )

as smooth functions of the covariates and write the diagonal elements as �j (x
(j))2 and the

off-diagonal elements as �j (x
(j))�k(x

(k))�jk(x
(j), x(k)).

Since the estimators we consider have the same structure in both cases except for nota-
tional differences, we will use the Case A notation for both cases when no distinction needs
to be drawn and use the separate notations only when the distinction matters. In either case,
we are interested in estimating the regression functions f1, . . . , fM in the presence of the
nuisance variance parameters (Table 1).

Table 1
A table showing the estimator of the regression or derivative function with the smaller asymptotic variance in the
different cases

Case SUR VME
Not all covariates equal Common covariates

A Variance unrelated �i = � Weighted Weighted
to covariates �i �= � Either

B Variance a function �(x) = � Equal Equal
of covariates �(x) �= � Either
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