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a b s t r a c t

We consider a method of moments approach for dealing with
censoring at zero for data expressed in levels when researchers
would like to take logarithms. A Box–Cox transformation is
employed. We explore this approach in the context of linear
regression where both dependent and independent variables are
censored. We contrast this method to two others, (1) dropping
records of data containing censored values and (2) assuming
normality for censored observations and the residuals in themodel.
Across the methods considered, where researchers are interested
primarily in the slope parameter, estimation bias is consistently
reduced using the method of moments approach.
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1. Introduction

In the economics literature, there aremany exampleswhere variables are expressed in logarithmic
terms in a regression setting. Perhaps the best known case is in the estimation of human capital
earnings functions [1,2]. In some contexts suchmodelsmaynot be appropriate ifmeasures of variables
have censoring at the origin, outside the domain of the logarithmic function.

In this paper, we consider a numerical method for approximating logarithmic transformations
when both the dependent variable and some of the regressors have censoring at the origin. This
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type of problem is common in behavioral social sciences such as economics. A behavioral approach
imposes structure on the underlying data generating process that leads to the censored variables.
One common example we investigate in this paper is when a researcher assumes that due to mis-
recording that is independent of the outcome of interest, all the negative data realizations are replaced
by zero’s. This assumption allows the researcher to proceed in taking the logarithm of relevant
measures by removing all observations of zero. Another popular behavioral assumption we consider
is the existence of an unobserved latent variable from a certain parametric family whose negative
realizations are set to zero for an observed variable. For this second assumption, amaximum likelihood
type of estimator can be justified. We demonstrate through simulations that the method proposed
here reduces the extent of parameter bias from these two behavioral approaches when model
misspecification occurs and there is substantial censoring (20% or more) of the data. A somewhat
related paper by Rigobon and Stoker [4] gives some theoretical results to characterize the bias caused
by censored regressors. They do not provide an algorithm to mitigate the bias and their dependent
variable is not censored. If only the dependent variable is censored but not the regressors, and one is
willing to assume the residual is conditionally symmetric, a seminal paper by Powell [3] solves this
problem.

We consider the following model

log(Y ) = W ′α0 + β0 log(X) + ϵ, (1.1)

where E[ϵ|X,W ] = 0, Y ≥ 0 and X ≥ 0. We assume P{Y = 0} > 0 and P{X = 0} > 0 and that
the researcher is interested in accurately estimating β0. A prominent example of an equation that
takes this structure is a commonly used expression to estimate the impact of schooling on earnings
developed by Becker [1] and Mincer [2]. In that context, Y represents earnings and X measures years
of schooling. In this case, it is observations of Y that may be censored. Another literature where such
expressions can be found, for example Zimmerman [5], is in the measurement of intergenerational
mobility, where Y represents earnings of sons and X represents earnings of fathers. Here, both
observations of Y and X may be censored.

A common practice in many empirical studies is to simply throw away the observations if either X
or Y takes the value 0 and then run the regression on the log-transformed values. A different approach
is to assume the censored observations which are associated with a known parametric distribution
such as the normal where the censored analytical expressions of the moments of the observations
are available. Then maximum likelihood estimation can be used. However, one concern about this
approach is the strong parametric assumption of normality.

Here, we compare these two procedures for dealing with censoring using simulation methods to
the use of a Box–Cox transformation of the data while choosing the relevant tuning parameters to
minimize a squared-loss function. We demonstrate through the simulation, that in models where α0
is not of interest, that the method proposed in this paper reduces bias in the estimation of the slope
parameter, β0, relative to the alternatives considered when model misspecification and substantial
censoring of the data are present, which is the problem the proposed method is intended to address.

2. A method of moments Box–Cox transformation

Suppose Z is a random variable with finite variance such that Z ≥ 0 and P{Z = 0} > 0. Let
Z (λ)

:=
Zλ

−1
λ

. If Z > 0, then it is well known that

lim
λ→0+

Z (λ)
= log(Z).

For Z = 0, we have

lim
λ→0+

Z (λ)
= lim

λ→0+
−λ−1

= −∞.

Now define Z(λ)
= exp(Z (λ)). Now irrespective of whether Z > 0 or Z = 0,

lim
λ→0+

Z(λ)
= lim

λ→0+
exp


Z (λ)


= exp


lim

λ→0+
Z (λ)


= Z .
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