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We are interested in the sample maximum X, of an i.i.d standard
normal sample of size n. First, we derive two-sided bounds on the
mean and the median of X(;, that are valid for any fixed n > no,
where ng is ‘small’, e.g. ny = 7. These fixed n bounds are established
by using new very sharp bounds on the standard normal quantile
function @ ~'(1 — p). The bounds found in this paper are currently
the best available explicit nonasymptotic bounds, and are of the
correct asymptotic order up to the number of terms involved.

Then we establish exact three term asymptotic expansions for
the mean and the median of X. This is achieved by reducing
the extreme value problem to a problem about sample means.
This technique is general and should apply to suitable other
distributions. One of our main conclusions is that the popular
approximation E[X;] &~ +/2logn should be discontinued, unless
n is fantastically large. Better approximations are suggested in this
article. An application of some of our results to the Donoho-Jin
sparse signal recovery model is made.

The standard Cauchy case is touched on at the very end.
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1. Introduction

Let X(») denote the maximum of an ii.d. sample Xj, ..., X, from a univariate standard normal
distribution. A knowledge of distributional properties of X(;, and especially of its mean value E[X;],
became important in several frontier areas in theory as well as applications. A few instances are the
widespread use of properties of X, for variable selection in sparse high dimensional regression, in
studying the hard and soft thresholding estimators of Donoho and Johnstone [7] for sparse signal
detection and false discovery, and in analyzing or planning for extreme events of a diverse nature in
practical enterprises, such as climate studies, finance, and hydrology.

We do know quite a bit about distributional properties of X(;, already. For example, we know
the asymptotic distribution on suitable centering and norming; see [8]. We know that up to the first
order, the mean, the median, and the mode of X, are all asymptotically of order /2 log n, and that
convergence to the asymptotic distribution is very slow; see [10]. There is also very original and
useful nonasymptotic work by Lai and Robbins [13] on the mean of X;. The Lai-Robbins bounds
were generalized to other order statistics, including the maximum, in [9] and in [15], who considers
general L-estimates.

In this article, we first provide the currently best available nonasymptotic bounds on the mean and
the median of X(,). The bounds resemble the Edgeworth expansions of sample means. However, here
the bounds are valid for fixed n. For example, Theorem 4.1 shows that for n > 7, we have

log4m +loglogn —2  K(log4m + loglogn)
E[Xmn] < +/2logn — + s
Xl < & 2+/2Togn (2log n)3/2

where the constant K is explicit and can be taken to be 1.5 (or anything bigger). If simpler nonasymp-
totic bounds, although numerically less accurate, were desired, they could be easily extracted out from
the above bound. In particular, it follows that for alln > 10,

log4m + loglogn — 6
EXm] < +/2logn — .
Kol = v2log 6v2logn

While valid for fixed n, the successive terms in the above bound go down at increasing powers of
1/+/2logn, just as the successive terms in an Edgeworth expansion for the CDF of a sample mean
go down at increasing powers of 1/./n. However, the greatest utility of our bounds is that they are
nonasymptotic, the sharpest ones available to date, and moreover, they cover both the mean and the
median of X(). Bounds on the median are stated in Section 3, and the bounds on the mean in Section 4.

On the technical side, there are a few principal ingredients for the bounds on the mean and the
median. One is the following bound for the standard normal distribution function @ and its density
@: there are nonnegative constants a, b, ¢, d such that

ap(x)
bx + v/c2x2 +d

The next important result we need is the following general inequality: if X(,) is the maximum of n
i.i.d. random variables drawn from a distribution F, whose inverse function is denoted by F~!, then

1—-o(kx) < forall x > 0. (See [16].)

1 oo
E[Xmw] <F! (1 - 7) + n/ (1 —F(x))dx. (See[13].
ZAREC
We are going to use also several analytic inequalities, e.g. Jensen, etc.

Our principal strategy is to first analytically bound the standard normal quantile function z, =

@~1(1 — p) and then transform those to bounds on the mean and the median of X(n). For example, it
is proved in this article (Corollary 2.1) that for p < 0.1,

log 47 4 loglogt K
zy < 2logt - =——2>(1—-— — |,
P = ¢ 2./2logt logt
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