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a b s t r a c t

Thehybrid censoring scheme is amixture of Type-I and Type-II cen-
soring schemes. Based on hybrid censored samples, we first derive
the maximum likelihood estimators of the unknown parameters
and the expected Fisher’s information matrix of the generalized
inverted exponential distribution (GIED). Monte Carlo simulations
are performed to study the performance of the maximum like-
lihood estimators. Next we consider Bayes estimation under the
squared error loss function. These Bayes estimates are evalu-
ated by applying Lindley’s approximation method, the importance
sampling procedure and Metropolis–Hastings algorithm. The im-
portance sampling technique is used to compute the highest pos-
terior density credible intervals. Two data sets are analyzed for
illustrative purposes. Finally, we discuss a method of obtaining the
optimum hybrid censoring scheme.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The oneparameter (negative) exponential distribution is one of themostwidely used lifetimemod-
els in reliability and survival analysis because of its simple mathematical form and some interesting
properties. Gupta and Kundu [13] generalized this model by introducing a shape parameter, which is
known as the generalized exponential distribution. Another modification to exponential distribution
has been done by using its inverted version, known as the inverted exponential distribution (IED) and
was studied by Lin et al. [22]. They obtained themaximum likelihood estimator, confidence limits and
UMVUE for the parameter and the reliability function using complete samples. They also compared
this model with that of inverted Gaussian and log-normal distributions based on a maintenance data
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set. Dey [6] obtained Bayes estimators of the parameter and risk functions under different loss func-
tions. While IED has been used for several applications, very little work has been done on the gen-
eralized version of the IED. Abouammoh and Alshingiti [1] introduced a shape parameter to the IED
to obtain the generalized inverted exponential distribution (GIED). It is to be noted that this distribu-
tion originated from the exponentiated Frechet distribution studied by Nadarajah and Kotz [25]. They
mentioned that, due to the convenient structure of the distribution function, the generalized inverted
exponential distribution (GIED) can be used inmany applications, for example in accelerated life test-
ing, horse racing, queue theory, modeling wind speeds etc. The cumulative distribution function (cdf)
of GIED with shape parameter α and scale parameter λ is given by

F(t; α, λ) = 1 −

1 − e−λ/tα , t > 0, α, λ > 0. (1)

The corresponding probability density function (pdf) is given by

f (t; α, λ) =
αλ

t2
e−λ/t 1 − e−λ/tα−1

t > 0, α, λ > 0. (2)

The reliability function and hazard rate are

R(t) =

1 − e−λ/tα , t > 0, α, λ > 0. (3)

and h(t; α, λ) =
αλ

t2
(eλ/t

− 1)−1, t > 0, α, λ > 0, (4)

respectively.
Several interesting properties of GIEDhave been studied in detail by Abouammoh andAlshingiti [1]

and Nadarajah and Kotz [25]. The hazard rate functions of GIED can be increasing, or decreasing but
not constant depending on the value of the shape parameter. The GIED has a unimodal and right
skeweddensity function for the shapeparameter greater than4.Moreover, they observed that inmany
situations, the GIED provides a better fit than gamma, Weibull, generalized exponential and inverted
exponential distributions (see [1]). Recently, Krishna and Kumar [15] studied reliability estimation in
the context of this distribution under progressively type II censored sample.

The two most popular censoring schemes found in the reliability literature are Type-I and
Type II censoring schemes. The hybrid censoring scheme is a mixture of conventional Type-I and
Type-II censoring schemes. The hybrid censoring scheme was first introduced in the literature by
Epstein [9,10]. Recently, it has become quite popular in the reliability and life testing experiments.
Someearlywork onhybrid censoring canbe found in [11,7,4]. Some recent studies onhybrid censoring
have been carried out by many authors including Jeong et al. [14], Gupta and Kundu [12], Childs
et al. [5], Kundu [16], Banerjee andKundu [3], Kundu andPradhan [18], Dube et al. [8] andBalakrishnan
and Kundu [2].

The hybrid censoring scheme can be briefly described as follows. Suppose that n identical units
are put on test. The test is terminated when a pre-assigned number r (say), out of n units have
failed or a pre-determined time T0 has been reached. Therefore, in the hybrid censoring scheme, the
experimental time and the number of failures will not exceed T0 and r , respectively. Let T1, T2, . . . , Tn
are the lifetimes of the n units. We assume that T1, T2, . . . , Tn are i.i.d. with distribution function
(1) and density function (2). Let T1:n ≤ T2:n ≤ · · · ≤ Tn:n be the corresponding order statistic.
The number of failures and observation times are denoted by D and C = min(Tr:n, T0), respectively.
Thus, the observed sample is represented by (T1:n, T2:n, . . . , TD:n,D). Note that when D = 0 no failure
information is observed.

The objective of the paper is two-fold. The first objective is to obtain the maximum likelihood
estimators (MLEs) of the unknown parameters of the model. It is observed that the MLEs can be
obtained by solving a single non-linear equation. The observed information matrix is also derived
and it is used to obtain the asymptotic confidence intervals for the unknown parameters. We have
also obtained Fisher’s informationmatrix emulating Park and Balakrishnan [28]. Next we consider the
Bayes estimation of the unknown parameters under the squared error loss function. It is observed that
Bayes estimates cannot be obtained in explicit form. We apply Lindley’s approximation method, the
importance sampling procedure and Metropolis–Hastings algorithm to compute the Bayes estimates
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