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a b s t r a c t

We study the rate of convergence for the distributions of the expected values of all order
statistics based on samples of dependent observations when the sample size n tends to
infinity. As a consequence we study the asymptotics of the nth partial sum of the variances
of all order statistics under consideration.
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1. Introduction

Let X1, X2, . . . be a sequence of identically distributed random variables with a common distribution function F(t) and a
finite expectation. In general, we do not suppose that the sequence {Xi} consists of independent or stationarily connected
observations. Consider the variational series X(1) ≤ X(2) ≤ · · · ≤ X(n) based on the sample X1, X2, . . . , Xn. The following
assertion was proved by Hoeffding (1953).

Theorem 1. Let {Xi} be independent identically distributed random variables. Let g(t) be a continuous function and let h(t) be
a nonnegative convex function satisfying the conditions |g(t)| ≤ h(t) for all t ∈ R and Eh(X1) < ∞. Then

lim
n→∞

1
n

n
j=1

g(EX(j)) = Eg(X1). (1)

Notice that if we consider the distribution assigning the weights 1/n to each of the points {EX(i); i ≤ n} then the relation
(1) taking place, in particular, for all bounded continuous functions g , implies the weak convergence of these distributions
to the distribution of X1 as n → ∞.

In Borisov (2014) it was proved1that the limiting relation (1) is also valid for dependent observations if, as n → ∞,

1
n2

n
i,j=1

P(max{Xi, Xj} ≤ t) → F 2(t) (2)
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1 In Borisov (2014) the relation (2) contains a misprint: The left-hand side of this relation contains the multiplier 1/n instead of 1/n2 .
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for every t ∈ R. In the present paper wewill prove a refinement of (1) under condition (2) and strongermoment restrictions
than those in Theorem 1, in particular, for bounded observations. Moreover, we will study in detail the problem in both the
cases of independent observations and of the integrand g(t) = t2, i. e., we will study the limiting behavior of the sum of
the variances of X(j), j ≤ n. The results of such a kind are of interest, for example, for Regression Analysis when we study
models with random regressors represented as variational series based on samples of dependent observations (for example,
see Borisov, 2013).

From a statistical standpoint, in the present paper we study the proximity between the distribution of an averaging
variational series and the corresponding unknown true distribution.

2. Main results

The goal of the paper is to study the rate of convergence to zero of the residual

∆n(g, F) :=

1n
n

j=1

g(EX(j)) − Eg(X1)

 .
Wewill study the problem for the class of locally Lipschitz functions of power-type growth. In the sequel we will write that
g ∈ Lip(B, α) if

|g(x) − g(y)| ≤ B(1 + (|x| ∨ |y|)α)|x − y|

for all x, y ∈ R, with some constants B > 0 and α ≥ 0. Without loss of generality we suppose that B = 1 and g(0) = 0.
Let Fn(t) :=

1
n

n
j=1 I{Xj ≤ t} be the empirical distribution function based on the sample X1, . . . , Xn, where I(·) is the

indicator of an event. Denote

δn(t) := E|Fn(t) − F(t)|.

The following elementary two-sided estimate is valid:

E (Fn(t) − F(t))2 ≤ δn(t) ≤

E (Fn(t) − F(t))2

1/2
. (3)

Notice that the left inequality follows from the estimate |Fn(t) − F(t)| ≤ 1. Since

E (Fn(t) − F(t))2 =
1
n2

n
i,j=1

EI{Xi ≤ t}I{Xj ≤ t} − F 2(t)

=
1
n2

n
i,j=1

P(max{Xi, Xj} ≤ t) − F 2(t), (4)

from (3) it follows that condition (2) is necessary and sufficient for the limiting relation limn→∞ δn(t) = 0 for all t ∈ R.
Adduce a few simple estimates for δn(t) which directly follow from (3) and (4) for some popular types of dependence of

the observations.
Case (i). Let the sequence {Xi} consist of pairwise negatively associated random variables (this restriction is weaker than

the well-known negative association) that are determined by the property (see Joag-Dev and Proschan, 1983)

P(Xi ≤ t, Xj ≤ s) ≤ F(t)F(s) for all t, s ∈ R, and i ≠ j.

If t = s then from here we obtain

P(max{Xi, Xj} ≤ t) ≤ F 2(t) for all i ≠ j.

Hence, in the case under consideration, the relations (3) and (4) imply the estimate

δ2
n(t) ≤

1
n
F(t)(1 − F(t)). (5)

Case (ii). Let the sequence {Xi} (not necessarily stationary) satisfy the strong mixing condition (see Ibragimov and Linnik,
1971) with coefficient

α(k) := sup
i

sup
A∈σ(6i),B∈σ(>i+k)

|P(A ∩ B) − P(A)P(B)|,

where σ(6 i) and σ(> i + k) are the σ -fields of the events generated by the families of random variables {Xj; j ≤ i} and
{Xj; j ≥ i + k}, respectively. Let, for all n,

n
k=0

α(k) ≤ Anε, (6)
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