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a b s t r a c t

We present formal definitions of two commonly observed asymmetries in a concave re-
ceiver operating characteristic curve. The main theorem of the paper proves that the Kull-
back–Leibler divergences between the underlying signal and noise variables are ordered
based on these asymmetries. This result is true for any continuous distributions of the sig-
nal and noise variables.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

For binary diagnostic decisions, the receiver operating characteristic (ROC) curve is a method for assessing the perfor-
mance of procedures to classify subjects (or a received piece of information) as signal or noise. Imagine a single threshold on
the scale of an underlying indicator variable. Then the group of subjects with indicator scores above the threshold denotes
a prediction of need for treatment and the group of subjects with indicator scores below the threshold denotes a prediction
of no need for treatment. Signals that are correctly classified are ‘true positives’, and noises that are correctly classified are
‘true negatives’. Then the true positive proportion (TPP) expresses the number of true positives as a proportion of the total
number of signals and the true negative proportion (TNP) expresses the number of true negatives as a proportion of the
total number of noises. The false positive proportion is FPP = 1− TNP . Pairs of TPP and FPP values are obtained by allowing
the threshold indicator score to vary over the whole range of the indicator variable. An ROC curve is a graphical plot of TPP
against FPP (Krzanowski and Hand, 2009).

In this paper, we consider two absolutely continuous random variables (rvs), X for signal and Y for noise, with common
support. Let X have cumulative distribution function (cdf) F1 and probability density function (pdf) f1, and, those for Y are F2
and f2, respectively. For any cdf F , we define the inverse function F−1(r) = sup{x : F(x) ≤ r}, 0 ≤ r ≤ 1. Assume F1, F2 are
invertible. It is well known that ROC(t) = S1(S−1

2 (t)), 0 ≤ t ≤ 1 (Krzanowski and Hand, 2009), where Si(x) = 1− Fi(x), i =

1, 2. Then ROC(t) is invertible. We assume that both ROC and ROC−1 are differentiable, and ROC(t) is concave in t .
Using X and Y , we define two new rvs, known as the relative rvs. Consider the transformation U = F2(X), which

takes values in (0, 1); U is the relative rv which denotes the relative distribution for comparing X with reference to Y
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Fig. 1. ROC curves with varying parameters (Table 1). Solid line is symmetric ROC; dashed line is TPP-asymmetric ROC; dotted line is TNP-asymmetric
ROC. A. Binormal ROC curves. B. Lloyd’s (Lloyd, 2000) two-parameter lomax model ROC curves. C. Bi-beta ROC curves (Marzban, 2004).

(Handcock and Morris, 1998). It is well known that the cdf and the pdf of U are

G1(u) = F1(F−1
2 (u)), g1(u) =

f1(F−1
2 (u))

f2(F−1
2 (u))

, 0 ≤ u ≤ 1, (1)

respectively. If the distributions of X and Y are identical, then the cdf of U is a 45° line and the pdf of U is the uniform (0, 1)
distribution.

Similarly, suppose V = F1(Y ) is the relative rv which denotes the relative distribution for comparing Y with reference

to X , then the cdf and the pdf of V are G2(v) = F2F−1
1 (v), g2(v) =

f2(F
−1
1 (v))

f1(F
−1
1 (v))

, 0 ≤ v ≤ 1, respectively. Here G1,G2 are

invertible, as F1, F2 are so.
For continuous signal and noise populations with pdfs f1(x), f2(x), x ∈ D ⊂ ℜ, respectively, the Kullback–Leibler diver-

gence (KLD) between f1(x), f2(x) is defined as I(f1|f2) =

f1(x) ln


f1(x)
f2(x)


dx. Although I(f1|f2) is not a metric, it is well

known that I(f1|f2) ≥ 0 and I(f1|f2) = 0 if and only if f1(x) = f2(x), ∀x ∈ D . Hence it is often interpreted as a measure of
‘divergence’ or ‘distance’ between f1 and f2. Here and in the sequel, we observe the conventions that ln 0 = −∞, ln(a/0)
= +∞ (a > 0), 0 · (±∞) = 0. Interchanging the roles of f1 and f2, one could define I(f2|f1) in a similar manner. However,
it is well known that, in general, I(f1|f2) ≠ I(f2|f1) (Cover and Thomas, 1991).

Entropy (or differential entropy) of an rv X with cdf F(x) (absolutely continuous) and pdf f (x) is defined (and expressed)
as H(X) = −


ln f (x)dF(x) = −


f (x) ln f (x)dx. Entropy is a measure of disparity of a density function (f (x)) from the

uniform distribution. It measures the uncertainty of X in the sense of utility of using f (x) in place of the ultimate uncertainty
of the uniform distribution (Good, 1968). For discrete rvs, entropy is nonnegative. However for a continuous rv X , entropy
takes values in [−∞, ∞].

2. Examples and motivation

To see how changes in the shape of an ROC curve correspond to changes in KLD, consider Fig. 1 and Table 1. In Fig. 1,
each of the three boxes (unit squares), has three ROC curves drawn in it. The area inside the box is referred to as the ROC
space. Now imagine the line joining points (0, 1) and (1, 0) of the unit square, known as the negative diagonal. When the
ROC curve is symmetric about the negative diagonal, it is called a symmetric ROC , otherwise it is called an asymmetric ROC .
Each box in Fig. 1 (A, B or C) has one symmetric (solid line) and two asymmetric (dashed or dotted line) ROC curves in it.
The underlying signal and noise distributions (normal, lomax or beta) giving rise to these ROC curves are listed in Table 1.

As in Section 1, recall f1: signal, f2: noise. Also, Table 1 lists theKLDs [I(f1|f2) and I(f2|f1)] corresponding to the distributions
f1, f2. In each case (A, B or C), we see from Table 1 that for symmetric ROC , the KLDs are equal (measured in a unit called
‘nits’).

To describe asymmetric ROC curves, we consider true positive or negative proportion (TPP or TNP) types; TPP-asymmetry
happens when the ROC is more inclined (or, ‘skewed’ e.g. in Taylor, 1967) towards the TPP axis (y-axis in ROC space) when
compared with a symmetric ROC , and TNP-asymmetry happens when the ROC is more inclined towards the top line in
the ROC space (whose equation is y = 1 in Cartesian plane), often called the TNP axis, when compared with a symmetric
ROC , as seen from Fig. 1. For asymmetric ROCs, when we compare the KLDs from Table 1, we find: for TPP-asymmetry,
I(f1|f2) > I(f2|f1) holds, and for TNP-asymmetry, I(f1|f2) < I(f2|f1) holds. These observations are validated in Theorem 5.

Researchers are motivated to study the symmetry and asymmetry properties of the ROC curves because it leads to in-
formation about the underlying (unknown) signal and noise variables. An ROC curve is called binormal if both signal and
noise variables are normally distributed, say N(µi, σ

2
i ), i = 1, 2, respectively. Discussions in Green and Swets (1966) con-

sidered a binormal symmetric ROC when µ1 > µ2 with σ 2
1 = σ 2

2 , and an asymmetric ROC , when µ1 > µ2 with σ 2
1 > σ 2

2 .
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