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a b s t r a c t

A non-parametric test is proposed for detecting changes in the dependence between the
components of multivariate data, when changes in marginal distributions occur at known
instants. Monte Carlo simulations have been carried out to illustrate the performance of
the procedure.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

LetX be a d-dimensional random vector (d ≥ 2), with cumulative distribution function (c.d.f.) F andmarginal cumulative
distribution functions (m.c.d.f.s) F1, . . . , Fd. When the m.c.d.f.s F1, . . . , Fd are continuous, Sklar’s Theorem (see Sklar, 1959)
stipulates that there is a unique function C called copula, characterizing the dependence of the random vector X , such that
F can be written as:

F(x) = C{F1(x1), . . . , Fd(xd)}, x ∈ Rd.

Let X1, . . . ,Xn be d-dimensional observations. The purpose of change-points detection is to test the hypothesis

H0 : ∃F such as X1, . . . ,Xn have c.d.f. F ,

against ¬H0. In agreement with Sklar’s Theorem, H0 can be rewritten as H0 = H0,m ∩ H0,c , with

H0,m : ∃F1, . . . , Fd such as X1, . . . ,Xn have m.c.d.f.s F1, . . . , Fd, (1)
H0,c : ∃C such as X1, . . . ,Xn have copula C . (2)

A change either in the copula of randomvectors or in one of them.c.d.f.s implies the rejection of the null hypothesisH0. Many
non-parametric tests for H0 based on empirical processes are available; see for example Bai (1994), Csörgő and Horváth
(1997) and Inoue (2001). These tests are not very sensitive to detecting a change in the copula that leaves the m.c.d.f.s
unchanged. This conclusion is highlighted in Holmes et al. (2013, Section 4) through Monte Carlo simulations.
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Non-parametric tests for break detection that are sensitive to changes in the copula of observations and based on the
two-sided sequential empirical copula process are considered in Bücher et al. (2014). These tests do not make it possible
to conclude in favour of ¬H0,c if the m.c.d.f.s are not constant. In many situations, see for example Section 2 of the
supplementary material (see Appendix B), a specific event can lead to changes in the marginal cumulative distributions.
The question then becomes whether the specific event changes the copula or not. The aim of this paper is to propose a test
for detecting a change in the dependence structure of random vectors that is sensitive to changes in copula of observations
and adapted in the case of alternative hypotheses involving abrupt changes in the m.c.d.f.s.

The paper is organized as follows. The procedure to test the null hypothesis of a break in c.d.f. when a change in the
m.c.d.f.s occurs is presented in Section 2. An adaptation of results of Section 2 when multiple changes in m.c.d.f.s occur is
described in Section 3. Finally, Section 4 contains the results of Monte Carlo simulations. The supplementary materiel (see
Appendix B) discusses the case of α-mixing observations and presents an illustration with a specific situation.

2. Break detection in the copula when a break time in the m.c.d.f.s is known

In the sequel, the weak convergence, denoted by , must be understood as being the weak convergence in the sense of
Definition 1.3.3 in van der Vaart andWellner (2000). For a set T , ℓ∞(T ) denotes the space of bounded real-valued functions
on T equipped with the uniform metric.

Let X1, . . . ,Xn be d-dimensional random vectors (d ≥ 2) and consider for 1 ≤ k ≤ l ≤ n the empirical copula Ck:l of the
subsample Xk, . . . ,Xl as suggested in Deheuvels (1979):

Ck:l(u) =
1

l − k + 1

l
i=k

d
j=1

1(Fk:l,j(Xij) ≤ uj), (u1, . . . , ud) ∈ [0, 1]d, (3)

where for j = 1, . . . , d, Fk:l,j is the empirical cumulative distribution function (e.c.d.f.) of sample Xkj, . . . , Xlj:

Fk:l,j(x) =
1

l − k + 1

l
i=k

1(Xij ≤ x), x ∈ R. (4)

In Bücher et al. (2014), the following Cramér–von Mises type statistic to test H0 is suggested:

Sn = sup
s∈[0,1]

√
nλn(s, 1)λn(0, s)


[0,1]d

{C1:⌊ns⌋(u) − C⌊ns⌋+1:n(u)}2dC1:n(u), (5)

where λn(s, t) = (⌊nt⌋ − ⌊ns⌋)/n, s ≤ t ∈ [0, 1].
Monte Carlo simulations (see section 5 of Bücher et al., 2014) show that a strategy of bootstrapping with independent or

dependent multipliers according to the observations (see Bücher and Kojadinovic, 2015; Bücher et al., 2014) of the statistic
Sn leads to very good performances in term of powers for alternatives hypotheses that involve a change in copula that leave
the m.c.d.f.s unchanged.

Let us suppose that there is a break time m = ⌊nb⌋ in the continuous m.c.d.f.s, b ∈ (0, 1) known. We propose a test for
Hm

0 = H0,c ∩ H1,m, where H0,c is defined in (2) and H1,m is defined by:

H1,m : ∃F1, . . . , Fd and F ′

1, . . . , F
′

d such that X1, . . . ,Xm have m.c.d.f. F1, . . . , Fd,
Xm+1, . . . ,Xn have m.c.d.f. F ′

1, . . . , F
′

d.
(6)

We do not suppose that F ′

1, . . . , F
′

d are necessarily different from F1, . . . , Fd. In other words, we do not assume a change in
the m.c.d.f.s. However we suppose that if there is a change in the m.c.d.f.s, it is a unique and abrupt change at timem.

Let us consider that the random sample X1, . . . ,Xn satisfies the hypothesis Hm
0 = H0,c ∩ H1,m and that C, F1, . . . , Fd,

F ′

1, . . . , F
′

d are unknown.
Note that the unobservable random vectors Ui,m, i ∈ {1, . . . , n}, defined by

Ui,m =


(F1(Xi1), . . . , Fd(Xid)) i ∈ {1, . . . ,m}

(F ′

1(Xi1), . . . , F ′

d(Xid)) i ∈ {m + 1, . . . , n}, (7)

have C for c.d.f. For i ∈ {1, . . . , n}, let Û1:n
i,m defined by:

Û1:n
i,m =


(F1:m,1(Xi1), . . . , F1:m,d(Xid)) i ∈ {1, . . . ,m}

(Fm+1:n,1(Xi1), . . . , Fm+1:n,d(Xid)) i ∈ {m + 1, . . . , n},

where for all 1 ≤ k ≤ l ≤ n and j = 1, . . . , d Fk:l,j is the e.c.d.f. of Xkj, . . . , Xlj as defined in (4). The vectors Û1:n
i,m ,

i = 1, . . . , n can be seen to be pseudo-observations of the copula C . An estimator of C is given by the empirical distribution
of Û1:n

1,m, . . . , Û1:n
n,m:

C1:n,m(u) =
1
n

n
i=1

1(Û1:n
i,m ≤ u), u ∈ [0, 1]d.
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