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a b s t r a c t

Anewcharacterization of symmetric distributions is presented. Two classes of distribution-
free symmetry tests based on it are proposed. Their Bahadur efficiency is calculated and
used for comparisonwith similar tests. Some classes of most favorable alternatives are also
determined.
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1. Introduction

The assumption of symmetry of distribution is important in many statistical procedures. Hence testing for symmetry has
been a prominent topic in the statistics literature. Starting from the classical sign andWilcoxon tests, a number of symmetry
tests have been developed. Some of these can be found in e.g. Burgio and Nikitin (2001, 2007).

In recent times, introducing tests based on characterizations became a popular direction in goodness-of-fit testing. These
kinds of tests, for different classes of distributions, can be found in, e.g. Henze and Meintanis (2002), Jovanović et al. (2015)
andVolkova andNikitin (2014). Symmetric distributions, as a special class of distributions, are no exception. Some symmetry
tests based on characterizations have been studied in Baringhaus and Henze (1992), Nikitin (1996) and Litvinova (2001).

Ahsanullah (1992) proposed a characterization of symmetric distributionswith respect to zero using the equidistribution
of the absolute values of minimal and maximal order statistics from arbitrary sample size. Based on this characterization,
Nikitin and Ahsanullah (2015) proposed two classes of symmetry tests. Here we generalize Ahsanullah’s characterization
for arbitrary order statistics and create new symmetry tests based on central order statistics.

2. Characterization and test statistics

Let X(k;m) be the kth order statistic from a sample of the sizem. We present the following characterization of symmetry.
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Theorem 1. Let X1, . . . , Xm be i.i.d. continuous random variables with distribution function F(x) and let k ≤
m
2 . Then the random

variables |X(k;m)| and |X(m−k+1;m)| are equally distributed if and only if X1 is symmetric with respect to zero.
Proof. If X1 is symmetric with respect to zero, then |X(k;m)| and |X(m−k+1;m)| are obviously equidistributed.

We now consider the ‘‘only if’’ part. Since with probability one X(k;m) < X(m−k+1;m), from the equidistribution of |X(k;m)|

and |X(m−k+1;m)| we have that X(k;m) and −X(m−k+1;m) have the same distribution, and the following identity holds

m
j=k


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j


F(x)j(1 − F(x))m−j

=
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j=k


m
j


F(−x)m−j(1 − F(−x))j. (1)

Put

r(a) =

m
j=k


m
j


aj(1 − a)m−j.

Expression (1) then becomes r(F(x)) = r(1 − F(−x)). Since r(a) is the distribution function of the kth order statistic from
the uniform distribution, it is monotonously increasing for a ∈ (0, 1) and we conclude that F(x) = 1 − F(−x) for all x ∈ R,
i.e. X1 is symmetric. �

Let G0 be the class of all continuous distributions that are symmetric about zero. Based on a sample of size n, X1, . . . , Xn,
from an unknown distribution F , we want to test the null hypothesis H0 : F ∈ G0 against the alternative H1 : F ∉ G0. In
view of our characterization, numerous possible tests can be constructed depending on the choice of k andm in Theorem 1.
The tests based on extremal order statistics were considered in Nikitin and Ahsanullah (2015). Here we propose two classes
of tests, of integral and Kolmogorov type, based on the equidistribution of two central order statistics from the subsamples
of even sizem = 2k.

These tests have the following test statistics

Jkn =


∞

0
(H(k)

n (t) − G(k)
n (t))dQn(t), (2)

K k
n = sup

t>0

H(k)
n (t) − G(k)

n (t)
, (3)

where Qn is empirical distribution function of the sample |X1|, . . . , |Xn| and

H(k)
n (t) =

1 n
2k

 
I2k

I{|X(k),Xi1 ,...,Xi2k
| < t}, (4)

G(k)
n (t) =

1 n
2k

 
I2k

I{|X(k+1),Xi1 ,...,Xi2k
| < t}, (5)

are U-empirical distribution functions related to the characterization. Here X(k),X1,...,Xm denotes the kth order statistic from
the sample X1, . . . , Xm and Im = {(i1, . . . , im) : 1 ≤ i1 < · · · < im ≤ n}. We consider large values of both statistics to be
significant. The tests with test statistics Jkn are not consistent against all alternatives, however, consistency takes place for
many common alternatives.

Next we show that our test statistics are distribution-free under the null hypothesis of symmetry. Statistic Jkn can be
written as

Jkn =

 1

1
2

(H(k)
n (F−1(y)) − G(k)

n (F−1(y)))dQn(F−1(y)), (6)

where F−1(y) is the inverse of the distribution function, assuming, for simplicity, that it is strictly monotone. For y > 1
2 we

have

H(k)
n (F−1(y)) =
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| < F−1(y)}.

Using the symmetry of the null distribution and the probability transform, we get

H(k)
n (F−1(y)) =

1 n
2k

 
I2k

I{1 − y < U(k),Ui1 ,...,Ui2k
< y},

where U1, . . . ,Un are independent random variables with uniform U[0, 1] distribution.
In a similar manner, both G(k)

n (F−1(y)) and Q (k)
n (F−1(y)) can also be expressed as functions of U1, . . . ,Un. Thus, the

statistics Jkn are distribution free. Analogously, the same holds for the statistics K k
n .

Therefore without loss of generality we may suppose that, under the null hypothesis, the random variables X1, . . . , Xn
are from the uniform U[−1, 1] distribution.
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