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a b s t r a c t

We show that the scaled score test statistic under a simple null in the generalized β-model
for undirected networks asymptotically follows standard normal distribution when the
number of network vertices goes to infinity.
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1. Introduction

Pairwise relationships among a set of objects (e.g., friendships between individuals, citations between papers) can be
conveniently represented in a network. Many statistical models have been developed to describe the generationmechanism
of networks (see Bhattacharyya and Bickel, 2015; Goldenberg et al., 2010; Matias and Robin, 2014 for recent review), with
applications in biology, computer science, social sciences and many other areas. Meanwhile, the non-standard structure
of network data poses new challenge for statistical inference since typically, only one realized network is available
(Fienberg, 2012).

The degrees of network vertices are one of the most important network statistics and provide important insights to
understand more complex network structures such as the ‘‘small-world phenomenon’’ in Chung and Lu (2002) and some
refined network statistics (e.g., ‘‘alternating k-star statistic’’) developed by Snijders et al. (2006). One natural approach for
modeling the degrees is to put them as sufficient statistics for exponential family distributions on graphs according to the
Koopman–Pitman–Darmois theorem (Koopman, 1936; Pitman, 1936; Darmois, 1935) or the principle of maximum entropy.
Chatterjee et al. (2011) coined this model as β-model and proved the uniform consistency of the maximum likelihood
estimator (MLE); Yan and Xu (2013) established its asymptotic normality. Hillar and Wibisono (2013) generalized the
β-model to weighted edges and also proved that the MLE is uniformly consistent.

In this note we further establish the asymptotic normality of one of the score test statistics under the generalized
β-model for the finite discrete weighted edges, i.e., (2n)−1/2(T −n)

D
→ N(0, 1) as n goes to infinity, where T is the score test
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statistic under a simple null and n is the number of vertices of the network. In this model, each vertex is assigned with one
parameter to measure its strength to participate in network connection. As n increases, the number of parameter diverges.
It makes the asymptotic inference nonstandard. To the best of our knowledge, this is the first asymptotic result for the score
test with a diverging number of parameters in network models as n the number of vertices of the network goes to infinity.
A key step in the proof is that we use the approximate inverse of the Fisher information matrix in Yan and Xu (2013) to
obtain the approximately explicit expression for T . Another technical step is to construct a dependency graph to obtain the
asymptotic distribution for the weighted quadratic sum of the centered degrees.

The rest of the paper is organized as follows. In Section 2, we lay out the main result, i.e., the asymptotic distribution of
our score test statistic in the generalized β-model. Simulation studies are provided in Section 3. Section 4 concludes with
some discussion and future work. All proofs are given in Appendix A.

2. Main results

Consider an undirected graph Gn on n vertices labeled by 1, . . . , n with no self-loops. Let aij be the weight of edge (i, j)
taking q discrete values from the set Ω = {0, . . . , q − 1}, where q is assumed to be fixed. The β-model is only involved
with the binary edges (i.e., q = 2). Here, we consider a generalized β-model for finite discrete weighted edges proposed
by Hillar andWibisono (2013). Rinaldo et al. (2013) defined a different version of generalized β-model by assuming that aij
comes from n Bernoulli trials, which we did not consider here. Define the degree of vertex i by di =


j≠i aij and the degree

sequence of Gn by d = (d1, . . . , dn)T . The probability density function of Gn under the generalized β-model is

pβ(Gn) = exp

β⊤d − z(β)


, (1)

where z(β) is the normalizing constant. The parameters β1, . . . , βn measure the strength of each vertex participating in
network connection. It can be obtained from (1) that the edges aijs for all 1 ≤ i < j ≤ n are mutually independent with the
probability:

P(aij = a) =
ea(βi+βj)

q−1
k=0

ek(βi+βj)

, a = 0, 1, . . . , q − 1.

When q = 2, it reduces to the β-model.
In general, only one realization of a random network is observed. Based on a single observed network, the log-likelihood

function is ℓ(β) = β⊤d − z(β). The solution to ∇z(β) = d is the MLE of β and Eβ(d) = ∇z(β) by the property of
exponential family (Brown, 1986)]. For convenience, wewill suppress the subscript β hereafter. Let Vn = (vij)i,j=1,...,n be the
Fisher information matrix of the parameters β1, . . . , βn, which is also the covariance matrix of d. By Yan et al. (2015), we
have

vij =


0≤k<l≤q−1

(k − l)2e(k+l)(βi+βj)

q−1
a=0

ea(βi+βj)

2 , j ≠ i, vii =


j≠i

vij.

Vn is the diagonally dominant matrix with nonnegative entries. Let U(β) be the score function of the log-likelihood ℓ(β):

U(β) =
∂ℓ(β)

∂β
= d − E(d),

and define

Tn(β) = U⊤(β)[Vn(β)]−1U(β).

Then Tn(β0) is the score test statistic under the simple null: H0 : β = β0. We will investigate the asymptotic distribution
of Tn(β) for a general β as n goes to infinity. We use the notations Tn, Vn,U instead of Tn(β), Vn(β),U(β) hereafter for
convenience.

The dimensions of U and Vn will increase with n, which makes the study of the asymptotic distribution of Tn difficult.
In order to obtain the asymptotic distribution of Tn, we need to handle the inverse of Vn with a large dimension. Since
V−1
n does not have a closed form, we use its approximation Sn = diag(1/v11, . . . , 1/vnn) proposed by Yan et al. (2015),

whose approximate error is given in Proposition 1 of their paper. As a result, Tn is divided into the sum of two parts:
the quadratic sum


i(di − E(di))2/vii and a remainder. Therefore, the object is to derive the asymptotic distribution of

i(di − E(di))2/vii and bound the remainder. For any fixed k, the vector ((di1 − E(di1))/v
1/2
i1,i1

, . . . , (dik − E(dik))/v
1/2
ik,ik

) is
asymptotically independent standard normal as shown in Proposition 2 of Yan et al. (2015). In order to obtain the asymptotic
distribution of


i(di−E(di))2/vii, we consider amore generalweighted quadratic sum


i ci(di−E(di))2. Let ãij = aij−E(aij)

be the centered random variable of aij and define ãii = 0 for all i = 1, . . . , n. By noting that Var(d) = Vn, the expectation
and variance of this sum are given below, the calculation of which is given in the supplementary material (see Appendix B).
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