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a b s t r a c t

We establish a sufficient condition for the occurrence of nonresponse boundary solutions
in a two-way square contingency table with nonignorable nonresponse. The condition
depends only on the observed counts and thus it does not require computing themaximum
likelihood estimates.
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1. Introduction

In the analysis of incomplete contingency tables (contingency tableswith nonresponses), there are three types ofmissing
mechanisms (Little and Rubin, 2002): missing completely at random (MCAR), missing at random (MAR) and not missing at
random (NMAR). MCAR is when missingness is independent of observed and unobserved data; MAR is when missingness
depends only on observed data; and NMAR is when missingness depends on unobserved data. Nonresponses are called
nonignorable nonresponses when missing mechanism is NMAR while ignorable nonresponses when missing mechanism is
MAR or MCAR.

To incorporate the missing mechanism in the models for the incomplete contingency tables, log-linear models have
been widely used (Fay, 1986; Baker and Laird, 1988; Baker et al., 1992; Smith et al., 1999; Clarke, 2002; Clarke and Smith,
2004, 2005). However, the log-linear models under NMARmechanism (hereafter called NMARmodels) have the problem of
nonresponse boundary solutions (hereafter called boundary solutions) in the use of maximum likelihood (ML) estimation
(Baker and Laird, 1988; Baker et al., 1992; Smith et al., 1999; Clarke, 2002; Clarke and Smith, 2004). For example, in a two-way
incomplete contingency table with only one variable subject to missingness (denoted by I × J × 2 incomplete contingency
table), the ML estimates often fall on the boundary of the parameter space such that the cell probabilities concerned with
nonresponse are estimated to be all zeros for certain values of the variable (Baker and Laird, 1988; Clarke, 2002; Clarke and
Smith, 2004).

Baker and Laird (1988) presented a condition for the occurrence of boundary solutions in the NMARmodels for a 2×2×2
incomplete contingency table. Baker et al. (1992) studied the problem of boundary solutions in a two-way contingency table
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Table 1
NMAR models for an I × J × 2 × 2 contingency table.
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with incompletely observed variables (denoted by I× J×2×2 incomplete contingency table). They showed that, in order to
check the occurrence for boundary solutions, it is required to solve a system of likelihood equations with respect to the odds
of the response and nonresponse cell probabilities. Smith et al. (1999) and Clarke (2002) gave a geometric description of the
boundary solution problem. Clarke and Smith (2005) studied existence, uniqueness and asymptotic theory of ML estimators
for the parameters in the NMAR models when boundary solutions occur.

In this paper, we establish a sufficient condition for the occurrence of boundary solutions under several identifiable
NMAR models for an I × I × 2 × 2 incomplete contingency table. The sufficient condition we present depends only on the
odds of observed (joint/marginal) cell counts available in the aforementioned contingency table. Therefore, the occurrence
of boundary solutions for the cell probabilities in a given data set can be easily checked, without either using EM algorithm
(Dempster et al., 1977) or solving a system of likelihood equations. Note that the presented results in this paper generalize
the result by Baker and Laird (1988) to the case of an I × I × 2 × 2 incomplete contingency table.

The rest of the paper is organized as follows. In Section 2, we specify the five identifiable NMAR models widely used in
an I × J × 2 × 2 incomplete contingency table. Section 3 provides a sufficient condition for the occurrence of boundary
solutions in an I × I ×2×2 incomplete contingency table when the cell probabilities are modeled by the five NMARmodels
introduced in Section 2. An application of the results presented in Section 3 using real data is given in Section 4. Conclusion
remarks are in Section 5.

2. Identifiable NMAR log-linear models

In this section, we define the likelihood for the cell probabilities in an I × J ×2×2 contingency table and specify the five
types of identifiable NMAR models.

Let Y1 and Y2 be two categorical variables with I and J categories, respectively. We also let R1 be an index variable of
missingness for Y1 such that R1 = 1 if Y1 is observed and R1 = 2 if Y1 is not observed. Similarly, R2 = 1 if Y2 is observed and
R2 = 2 otherwise. For the full array of Y1, Y2, R1 and R2, we have an I× J×2×2 contingency tablewith cell counts y = {yijkℓ}
where i = 1, . . . , I , j = 1, . . . , J , and k, ℓ = 1, 2.Whatwe observe, however, is only yobs = ({yij11}, {yi+12}, {y+j21}, {y++22})
where the symbol ‘‘+’’ in the subscripts denotes summation over the corresponding subscript. The left table in Table 3 shows
an example of a 2×2×2×2 incomplete contingency table. For observed cell counts, we assume amultinomial distribution
with cell probabilities π = {πijkℓ} and a fixed total count N =


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ℓ yijkℓ. Then the log-likelihood of π is
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ℓ mijkℓ and m = {mijkℓ} are the expected cell counts that are modeled by a log-linear
model under an assumed missing mechanism.

Baker et al. (1992) proposed the nine identifiable nonresponse log-linear models for π (i.e.,m) in the log likelihood of Eq.
(1), depending on missing mechanisms in the two categorical variables, Y1 and Y2. In this paper, we focus on the five NMAR
models which have at least one variable subject to NMARmechanism, as shown in Table 1. Note that the constraints on the
parameters required for their estimation are:
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= 0.
Themodels in Table 1 all handle nonignorable nonresponse in the sense that at least one of the variables hasmissingness

which is related to the variable itself (i.e., inclusion of eitherλik
Y1R1

orλjℓ
Y2R2

). On the other hand, they all have different patterns
of missingness in Y1 and Y2. Regarding the models [M1] and [M3], missingness associated with Y1 is NMAR for both models,
but missing mechanism for Y2 is MCAR for [M1] (i.e., no interaction terms between Y2 and missing indicators) and MAR
for [M3] (i.e., inclusion of λiℓ

Y1R2
). As to the models [M2] and [M4], missing mechanism for Y2 is NMAR for both models, but

missingness in Y1 is MCAR for [M2] (i.e., no interaction terms between Y1 and missing indicators) and MAR for [M4] (i.e.,
inclusion ofλjk

Y2R1
). Under themodel [M5], NMARmissingmechanism is involved in both variables, Y1 and Y2, due to inclusion

of λik
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and λ
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. Note that the models [M3], [M4] and [M5] are saturated, i.e., having a degree of freedom zero.
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