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a b s t r a c t

The use of improper priors in the context of Bayesian hierarchical linear mixed models
has been studied under the assumption of normality of the random effects. We study
the propriety of the posterior under more flexible distributional assumptions and general
improper prior structures.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Hierarchical linearmixedmodels (LMM) are often used to account for parameter variation across groups of observations.
The general formulation of this type of models is given by the model equation:

y = Xβ + Zu + ε, (1)

where y is an n × 1 vector of data, β is a p × 1 vector of fixed effects, u is a q × 1 vector of random effects, X and Z are known
design matrices of dimension n × p and n × q, respectively, and ε is an n × 1 vector of residual errors. We assume that
rank(X) = p and n > p throughout. The random vectors ε and u are typically assumed to be normally distributed. Given
that the normality assumption can be restrictive in practice, alternative distributional assumptions have been explored, such
as finite mixtures of normal distributions (Zhang and Davidian, 2001), scale mixtures of skew-normal distributions (Lachos
et al., 2010), and Bayesian nonparametric approaches (Dunson, 2010). However, in a Bayesian context with improper priors,
only the model with normal assumptions has been studied. In this line, Hobert and Casella (1996) analysed the following
hierarchical structure:

ε|σ0 ∼ Nn(0, σ 2
0 In)

y|u, β, σ0 ∼ Nn(Xβ + Zu, σ 2
0 In),

u|σ1, . . . , σr ∼ Nq(0,D), (2)

with an improper prior structure as follows:

π(β, σ0, σ1, . . . , σr) ∝

r
i=0

1

σ
2ai+1
i

, (3)
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where u = (u⊤

1 , . . . ,u⊤
r )⊤, ui is qi × 1,

r
i=1 qi = q, D = ⊕

r
i=1 σ 2

i Iqi , i = 1, . . . , r , and Nd(m, S) denotes a d-variate
normal distribution with mean m and covariance matrix S. The r subvectors of u correspond to the r different random
factors in the experiment. These assumptions imply that the random effects are assumed to be independent. This inde-
pendence assumption restricts the applicability of this sort of models, however, it covers some models of interest in meta-
analysis (Hobert and Casella, 1996; Tan and Hobert, 2009). Hobert and Casella (1996) obtained necessary and sufficient
conditions for the propriety of the corresponding posterior distribution. This kind of improper priors may be of interest in
the lack of strong prior information, although their use often represents a controversial topic. In particular, the choice a0 = 0
and a1 = · · · = ar = −1/2 is referred to as the standard diffuse prior (Tan and Hobert, 2009). Sun et al. (2001) studied an
extended improper prior structure which allows for assigning either proper or improper priors on the parameters of the
distributions of the residual errors and the random effects as follows:

π(β, σ0, σ1, . . . , σr) ∝

r
i=0

1

σ
2ai+1
i

exp(−bi/σ 2
i ). (4)

This prior corresponds to assigning an inverse gamma distribution to the σ 2
i ’s when ai > 0 and bi > 0, and it contains

the prior structure (2) for b0 = · · · = br = 0 (note that here we are presenting the priors on (σ0, σ1, . . . , σr) rather than
the equivalent priors on (σ 2

0 , σ 2
1 , . . . , σ 2

r ) presented in Hobert and Casella, 1996 and Sun et al., 2001).
In this paper, we explore extensions of the hierarchical structure (2)–(4) by considering more flexible random effect

distributions. In Section 2, we present an extension of this model for the case when the random effects are distributed
according to a two-piece normal distribution. We show that the corresponding posterior is proper essentially under the
conditions presented in Sun et al. (2001) for the model with normal assumptions (2)–(4). In Section 3, we characterise a
rich class of parametric distributions, which are obtained by adding a shape parameter to the normal distribution, that also
preserves the existence of the posterior distributionwhen they are used formodelling the random effects in (1). In Section 4,
we introduce an alternative improper prior structure with proper heavy-tailed priors on the scale parameters (σ1, . . . , σr).
We conclude with a discussion on the implementation of this sort of models as well as possible extensions of this work.

2. Two-piece normal random effects

A random variable U ∈ R is said to be distributed according to a two-piece normal distribution, denoted U ∼

TPN(µ, σ , γ ), if its density function can be written as Arellano-Valle et al. (2005):

s(u|µ, σ , γ ) =
2

σ [a(γ ) + b(γ )]


φ


u − µ

σb(γ )


I(u < µ) + φ


u − µ

σa(γ )


I(u ≥ µ)


, (5)

where φ denotes the standard normal density function, I denotes the indicator function, and {a(·), b(·)} are positive
differentiable functions. This density is continuous, unimodal, with mode at µ ∈ R, scale parameter σ ∈ R+, and skewness
parameter γ ∈ Γ ⊂ R. It coincides with the normal density when a(γ ) = b(γ ), and it is asymmetric for a(γ ) ≠ b(γ )
while keeping the normal tails in each direction. The most common choices for a(·) and b(·) correspond to the inverse scale
factors parameterisation {a(γ ), b(γ )} = {γ , 1/γ }, γ ∈ R+ (Fernández and Steel, 1998), and the ϵ-skew parameterisation
{a(γ ), b(γ )} = {1 − γ , 1 + γ }, γ ∈ (−1, 1) (Mudholkar and Hutson, 2000).

Consider now the following extension of the hierarchical structure (2),

ε|σ0 ∼ Nn(0, σ 2
0 In)

y|u, β, σ0 ∼ Nn(Xβ + Zu, σ 2
0 In),

uik|σi, γi
ind.
∼ TPN(0, σi, γi), k = 1, . . . , qi, i = 1, . . . , r, (6)

with prior structure

π(β, σ0, σ1, . . . , σr , γ1, . . . , γr) ∝
1

σ
2a0+1
0

exp(−b0/σ 2
0 )

r
i=1

π(γi)

σ
2ai+1
i

exp(−bi/σ 2
i ), (7)

where π(γi) are proper priors, and ui = (ui1, . . . , uiqi)
⊤. The following result presents necessary and sufficient conditions

for the propriety of the corresponding posterior.

Theorem 1. Consider the LMM (1)with hierarchical structure (6)–(7), and denote t = rank{(I−X(X⊤X)−1X⊤)Z}. Suppose that
there exist constants m,M > 0 such that h(γ ) = min{a(γ ), b(γ )} < m and H(γ ) = a(γ ) + b(γ ) > M. Consider also the
following conditions:

(a) For i = 1, . . . , r either ai < bi = 0 or bi > 0,
(b1) qi + 2ai > 0,
(b2) qi + 2ai > q − t for all i = 1, . . . , r,
(c1) n − p + 2

r
i=0 ai > 0,
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