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a b s t r a c t

We proposed and proved a new variance updating formula that is based on successive
differences. Performance evaluation using StRD and other testing datasets shows that
our formula is advantageous in handling integer data and floating point data with larger
stiffness.
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1. Introduction

Sample variance updating is needed in many data analysis situations, it is defined as:

S2n = SSn / (n − 1) , n ≥ 2, (1)

where SSn =
n

i=1 (xi − x̄n)2, x̄n =
1
n

n
i=1 xi. Formula (1) inquires two passes through the data: first to compute x̄n and

then to sum the terms (xi − x̄n)2. The two-pass formula prohibits real-time data compilation and makes it infeasible for
handling large datasets.

Many one-pass, updating formulas have appeared in the literature. These formulas read the input data only once and
update SSn by adding an updating term to the previously calculated and stored value of SSn−1. Most of the variance updating
formulas, however, need to perform mean updating and then use the updated mean to update the variance (e.g. Welford,
1962; Van Reeken, 1968; Hanson, 1975; Cotton, 1975;West, 1979; Knuth, 1998). Mean updating is error-prone as rounding
errors are introduced when performing division operations.

Joarder (2003) developed a variance updating formula that avoids mean updating by using weighted successive
differences:

Theorem 1.

nSSn = dT
1×ncn×ndn×1 =

n
i=1

n
j=1

cijdidj, (2)
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where cn×n =

cij

n×n is the weight matrix with:

cij =


(n − i + 1) (j − 1) , i ≥ j,
(n − j + 1) (i − 1) , i < j, (3)

dT
1×n =


d1 d2 . . . dn


1×n is the successive differences vector with di = xi − xi−1, for x0 = 0, i = 1, 2, . . . , n.

Although (2) and (3) are easy to calculate by computer with much efficiency, the double summation structure needs
additional memory of size n to store di during computation. If n is large, these restrictions could become substantial
limitation. To avoid this problem, the authors derived an updating formula.

Corollary 1. Let SS1 = 0. Then, for n ≥ 2,

nSSn = (n − 1) SSn−1 + U∗

n , (4)

where the updating term U∗
n is

U∗

n =


n

i=2

di

2

+


n

i=3

di

2

+ · · · + (dn−1 + dn)2 + d2n. (5)

Notice that the updating termU∗
n in (5) contains (n−1) updating items. Moreover, the successive difference dn calculated

from the nth input data has to be added to all the (n − 1) updating terms in U∗
n . This greatly reduces the computational

efficiency. The reason with this problem is because the weight formula is not in a unified format but has to be represented
as two formulas. Consequently, the derived updating formula cannot be represented in a compact format. To address this
problem, we have derived a unified weight formula (Lo et al., 2014):

Theorem 2.

nSSn = dT
1×nwn×ndn×1 =

n
i=1

n
j=1

wij(n)didj, (6)

wherewn×n =

wij(n)


n×n is n × n symmetric matrix with:

wij(n) = (n + 1) (i + j − 1) − ij −
n
2

(i + j + |i − j|) , i, j = 1, 2, . . . , n. (7)

With this unified weight formula we developed and proved a variance updating formula in this paper that reduces
the number of updating items from (n − 1) to only two. The proposed updating formula is also advantageous over the
double summation structure proposed in Lo et al. (2014), i.e., Eqs. (6) and (7), as no additional memory is needed during
computation.

In the remaining of this paper, we first derived and proved the updating formula in Section 2. Then in Section 3 we com-
pare the computational performance of our formula with other formulas reported in literature using StRD benchmark and
other testing datasets.

2. Main results

Theorem 3. Given a temporally ordered set of observations x1, x2, . . . , xn, . . . ,

nSSn = (n − 1) SSn−1 + Un, (8)

where

Un = Un−1 + 2


n−1
i=1

(i − 1) di


dn + (n − 1) d2n. (9)

Proof.

wn×n =

wij(n)


n×n =


wij(n−1) +

1
2

(i + j − |i − j| − 2)

n×n

=

wij(n−1)


n×n +


gij(n)


n×n , with gij(n) =

1
2

(i + j − |i − j| − 2)

=


w(n−1)×(n−1) 0(n−1)×1
01×(n−1) 0


n×n

+ gn×n, (10)
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