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a b s t r a c t

We consider a class of dependent random variables where the dependence structure
involves a factor driven by Sn/n. Under very mild conditions for the innovation, we obtain
several asymptotic results for the partial sums including basic asymptotics and strong limit
theorems. The fact that the asymptotic properties differ strikingly in aneighbour of a critical
point makes the model very interesting.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Consider a sequence of random variables {Xk, k ≥ 1} where Xk are dependent in the following way: besides the innova-
tion, the averaged value achieved to that point will also have an impact on the next variable. Precisely speaking, X1 = u1
and for k ≥ 1,

Xk+1 = θ
Sk
k

+ uk+1, (1)

where Sn =
n

k=1 Xk, θ ≥ 0 is the dependence parameter and {uk, k ≥ 1} is a sequence of martingale differences with
filtrations Fk satisfying some rather mild conditions.

Variableswith dependent structure receivedmuch attention in probability and statistics because it is dependent variables
that work well for most of the models in practice. There have already been various kinds of dependent variables including
the strong mixing sequence, the ARMA model, linear processes, to name some of them. We recommend Dedecker et al.
(2007) and references therein for an extensive survey on dependent sequences.

Our model (1) is an analogue of the famous AR(1) model where Sk/k has replaced Xk. Since the averaged value Sn/n
is always important and reflects the information about the expectation, it is reasonable that in most cases, Sn/n plays an
important role in the information achieved to that point, which means Sn/n may have influence on the next trail in some
way. So it is very natural to consider an impact driven by Sn/n in the dependence structure. That is where our motivation
arises and we will mainly focus on a linear structure about Sn/n as displayed in (1). The parameter θ controls the power
of the factor Sn/n and as we shall see in the following sections, the limit theorems for Sn are quite different with different

∗ Corresponding author.
E-mail addresses: stazlx@zju.edu.cn (L.-X. Zhang), statzhangyang@zju.edu.cn (Y. Zhang).

http://dx.doi.org/10.1016/j.spl.2015.05.018
0167-7152/© 2015 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.spl.2015.05.018
http://www.elsevier.com/locate/stapro
http://www.elsevier.com/locate/stapro
http://crossmark.crossref.org/dialog/?doi=10.1016/j.spl.2015.05.018&domain=pdf
mailto:stazlx@zju.edu.cn
mailto:statzhangyang@zju.edu.cn
http://dx.doi.org/10.1016/j.spl.2015.05.018


48 L.-X. Zhang, Y. Zhang / Statistics and Probability Letters 105 (2015) 47–56

values of θ . This model is not stationary in general and when θ = 0, the model reduces to the classical case of martingale
differences which has already been discussed systematically.

We should point out that our motivation of studying model (1) also comes from Drezner and Farnum (1993). They
proposed a generalized binomial distribution where the conditional success probability is a linear combination of Sn/n and
p and derived the distribution of Sn. Heyde (2004) studied its limit theorem by amartingale representation, which is further
generalized by James et al. (2008) and Wu et al. (2012).

In the present paper, wewill study the asymptotic theory of the partial sums Sn and derive various kinds of limit theorems
including the strong law of large numbers, central limit theorem, the law of the iterated logarithm and the strong invariance
principle. In general, wewill consider the theoremsmentioned abovemainly under two kinds of structure for the innovation
sequence {uk, k ≥ 1}: the i.i.d. case with mean zero and the martingale difference case.

Our paper is organized as follows: Section 2 is a list of themain results togetherwith some remarks, while in Section 3,we
give some auxiliary lemmas and the proofs. In Section 4, we summarize briefly. In the sequel, a.s. is abbreviated for almost
surely, an ∼ bn means an/bn → 1 and

d
→ denotes the weak convergence. All the limits are taken as n → ∞ unless specified

otherwise.

2. Main results

We list the asymptotic results for the partial sums Sn in this section. The first theorem shows that when 0 < θ < 1,
{Xk, k ≥ 1} satisfies the strong law of large numbers as long as the innovation sequence {uk, k ≥ 1} does.

Theorem 1. If the innovation {uk, k ≥ 1} satisfies n−1n
k=1 uk → 0 a.s., then almost surely,

lim
n→∞

Sn
n

= 0 if 0 < θ < 1, (2)

lim
n→∞

Sn
n log n

= 0 if θ = 1. (3)

Remark 1. The condition that n−1n
k=1 uk → 0 a.s. is verymild in practice andwhen θ = 1, if we additionally assume that

supk E|uk|
1+δ < ∞ for some δ > 0, from the following Theorem 2 we can prove Sn/n converges a.s. to a properly defined

random variable (non-degenerate in most cases), which means that normalization n is not enough to ensure the strong law
of large numbers.

Remark 2. When 0 < θ < 1, if {uk, k ≥ 1} is stationary and ergodic with a common distribution U , then the strong law of
large numbers shows that Xn is asymptotically equal toU in distribution and the impact of Sn/n is oa.s.(1), which is negligible
compared to un. When θ = 1, Sn/n is not negligible.

By the strong law of large numbers for martingales, we easily obtain the following corollary.

Corollary 1. If {uk, k ≥ 1} is a sequence of martingale differences and there exists a δ > 0 such that supk E|uk|
1+δ < ∞, then

the conclusion of Theorem 1 holds.

The strong law of large numbers has already shown that, with different values of θ , there is some difference for the
asymptotic results between Xn and the traditional martingale difference sequence.Whatmakes the differencemore striking
is the following central limit theorem. Before we proceed, we shall introduce a class of martingale differences proposed by
Abadir et al. (2014) to allow for broader applications.

Assumption 1. {uk, k ≥ 1} is a sequence of martingale differences with filtrations Fk such that Eu2
k = σ 2 > 0 for all k ≥ 1.

Moreover,

(a) supk EV 2
k < ∞,

(b) max|j−k|≥M |γV (j, k)| → 0, as M → ∞,
(c) supk Eu2

k I(|uk| > M) → 0, asM → ∞,

where Vk := E(u2
k |Fk−1) and γV (j, k) := Cov(Vj, Vk).

Theorem 2. If 0 < θ ≤ 1/2 and {uk, k ≥ 1} is a martingale difference sequence that is either stationary and ergodic with
second moment σ 2 or satisfies Assumption 1, then

Sn
√
n

d
→ N


0,

σ 2

1 − 2θ


if 0 < θ < 1/2, (4)

Sn
√
n log n

d
→ N(0, σ 2) if θ = 1/2. (5)
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