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a b s t r a c t

The present paper is mainly concerned with the statistical tests of
the independence problem between random vectors. We develop
an approach based on general empirical processes indexed by a
particular class of functions. We prove two abstract approximation
theorems that include some existing results as particular cases.
Finally, we characterize the limiting behavior of the Möbius
transformation of empirical processes indexed by functions under
contiguous sequences of alternatives.
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1. Introduction and main results

One of the classical and important problems in statistics is testing independence between two
or more components of a random vector. The traditional approach is based on Pearson’s correlation
coefficient, but its lack of robustness to outliers and departures from normality eventually led
researchers to consider alternative nonparametric procedures. To overcome such a problem, some
rank tests of independence – those of Savage, Spearman and van der Waerden in particular – rely on
linear rank statistics are proposed. Another way to test the independence is the use of functionals of
empirical processes, which is the approach that we will develop in the present work.

We first set out some notation and the basic definitions which will be used throughout the paper.
Consider a random sample X1, . . . ,Xn of independent draws from a probability measure P on an

∗ Correspondence to: UTC Rue Roger Couttolenc CS 60319, 60203 Compiégne Cedex, France. Tel.: +33 0611224000.
E-mail addresses: bouzebda@gmail.com, salim.bouzebda@utc.fr.

http://dx.doi.org/10.1016/j.stamet.2014.03.001
1572-3127/© 2014 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.stamet.2014.03.001
http://www.elsevier.com/locate/stamet
http://www.elsevier.com/locate/stamet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.stamet.2014.03.001&domain=pdf
mailto:bouzebda@gmail.com
mailto:salim.bouzebda@utc.fr
http://dx.doi.org/10.1016/j.stamet.2014.03.001


60 S. Bouzebda / Statistical Methodology 21 (2014) 59–87

arbitrary sample space X. We define the empirical measure to be

Pn = n−1
n

i=1

δXi ,

where δx is the measure that assigns mass 1 at x and zero elsewhere. Let f : X → R be a measurable
function. In themodern theory of the empirical processes it is customary to identify P and Pn with the
mappings given by

f → Pf =


X

fdP, and f → Pnf =


X

fdPn =
1
n

n
k=1

f (Xi).

For any class F of measurable functions f : X → R, an empirical process

{Gnf =
√
n (Pnf − Pf ) : f ∈ F }

can be defined. Throughout this paper, it will be assumed that F ⊂ L2(X, dP), which in turn implies
that the finite-dimensional distributions of the sequence of random functions {Gn(f ) : f ∈ F } con-
verge weakly, as n → ∞, to the finite-dimensional distributions of a mean zero Gaussian random
function {B(f ) : f ∈ F }with the same matrix of covariance as {Gn(f ) : f ∈ F }, that is,

⟨f , g⟩ = cov(B(f ), B(g)) = E(f (X)g(X))− E(f (X))E(g(X)), for f , g ∈ F .

In the context of the present article the process {B(f ) : f ∈ F } will always admit a version which is
almost surely bounded and continuous with respect to the intrinsic semi-metric

dP(f , g) =


E(f (X)− g(X))2, for f , g ∈ F .

We call the process {B(f ) : f ∈ F } a P-Brownian bridge indexed by F . We can assume without loss
of generality that X = X1 × · · · ×Xp. We will consider the following particular class of functions

F =


f ∈ F : f =

p
j=1

fj such that fj : Xj → R


. (1.1)

Let us introduce, for j = 1, . . . , p,

Fj =

g : Xj → R : g ∈ L2(Xj, dPj)


. (1.2)

We will use the following notation

∥ · ∥F = sup
f∈F
| · |.

LetP be the joint probability forX = (X1, . . . , Xp) andP(j) be themarginal probability forXj. Through-
out this paper, it will be assumed tacitly that F and Fj, defined in (1.1) and (1.2), for j = 1, . . . , p,
respectively, are P-Donsker classes of functions and

∥P(j)
∥Fj <∞, for j = 1, . . . , p,

see Remark 2.4 below for more details. Indeed, these assumptions allow us to apply Theorem 3.8.1
of van der Vaart and Wellner [68] to the process {An(f ) : f ∈ F } defined in (1.3) below. Notice that
X1, . . . , Xp are independent, if and only if,

H0 : P =
p

j=1

P(j),

which implies that

H0 : Pf =
p

j=1

P(j)fj, for all f ∈ F .
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