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a b s t r a c t

We propose a new efficient root-n consistent estimate for the direction of the index pa-
rameter vector in a class of models with single-index structure. To select the important
predictors, we suggest using the adaptive LASSO and establish the oracle property. Simu-
lation results also confirm the theoretical findings.
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1. Introduction

Let y be a response variable and x = (x1, . . . , xd)τ be a covariate vector. In most applications, to mitigate the risk
of model misspecification and to overcome the ‘‘curse of dimensionality’’, semiparametric models have attracted much
attention. Popularmodels include the response transformationmodel: g1(y) = θτ

0x+ϵ and the classical single-indexmodel:
y = g2(θτ

0x) + ϵ. Here g1(·) is an unknown monotone function, g2(·) is an unknown link function, and ϵ is assumed to be
independent of x. Formore details, see Horowitz (1996). A common feature in themodel structure about these two classes of
models is that the information of the response can be captured through a single linear combination of the covariates called
the single-index structure.

In this paper, we consider the following class of models with a single-index structure

y = G(θτ
0x, ϵ), (1.1)

where θ0 = (θ0,1, . . . , θ0,d)
τ , or equivalently

y ⊥ x|θτ
0x, (1.2)

which was originally proposed in Li and Duan (1989) and Li (1991), where G(·) is the unspecified link function, and ⊥ indi-
cates independence. The semiparametricmodel (1.1) is equivalent to saying that the response y is independent of x given the
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index θτ
0x. Many important models, including linear models, the transformation linear model and the classical single-index

model mentioned above, naturally satisfy (1.2). Obviously, when G(·) is not specified, the vector θ0 is identifiable only up
to a multiplicative scalar because any location-scale change in θτ

0x can be absorbed into the link function. Thus we are only
concerned with the direction of θ0. With a known direction of θ0, the scatter plot of y versus θτ

0x suffices to provide infor-
mation about G(·) (Cook, 1998). Thus, regardless of the link function G(·), our aim is to provide an efficient and consistent
estimator for the direction of θ0, and it suffices to produce a sparse estimate of the direction of θ0 for variable selection.

Models (1.2) have been well-studied in the literature. For estimating the index θ0, we include but are not limited to the
least squares (LS) method (Li and Duan, 1989), the quantile regression based method for the classical single-index model
(Zhu et al., 2012; Fan and Zhu, 2013), the structural adaptation method (Dalalyan et al., 2008; Hristache et al., 2001), and
those in the sufficient dimension reduction context, such as (Li, 1991; Cook and Weisberg, 1991; Cook and Ni, 2005; Li and
Wang, 2007; Zhu et al., 2011). On the other hand, some attempts have also been made to address the variable selection
problem. Kong and Xia (2007) proposed new selection criteria for variable selection in the classical single-index model.
Wu and Li (2011) investigated the asymptotic properties of sufficient dimension reduction estimators equipped with SCAD
penalty (Fan and Li, 2001). Peng and Huang (2011) proposed a penalized LS for the classical single index model. Wang et al.
(2012) and Zhu et al. (2011) proposed variable selection methods for (1.2). However, these methods are mainly built upon
LS, which are very sensitive to the outliers and their efficiencymay be dramatically reduced for heavy-tail error distribution.
Therefore, it is of great interest to see whether the robust and efficient methods, such as those in Zou and Yuan (2008), have
their justifiable counterparts in the general setting of (1.2) where no parametric model is imposed.

In this paper, we will propose the new estimation and variable selection method for model (1.2). We first estimate the
direction of θ0 using composite quantile regression (CQR) (Zou and Yuan, 2008). We show that the resulting estimate is
consistent. We then employ the adaptive LASSO (Zou, 2006) to do variable selection. This paper makes the following con-
tributions and uniqueness to the literature.
(i) Under mild conditions, we show that for any link function G(·) and distribution for the error, the simple linear CQR

coefficient for y|x is proportional to θ0 in model (1.2).
(ii) We prove that the resulting adaptive LASSO penalized simple linear CQR estimate for model (1.2) enjoys the oracle

property.

The theoretical result in (i) implies that the ordinary linear CQR actually results in a root n consistent estimate for the
direction of θ0, does not need to estimate the involved nonparametric transformation or link function and has no distribution
constraint for the error. This will bringmuch convenience for calculation; furthermore, the CQR can provide an effective and
robust modeling tool for model (1.2). Result in (ii) indicates that the variable selection procedure works very well as if the
true relevant variables in model (1.2) were known in advance.

The rest of this paper is organized as follows. In Section 2, we introduce the new method and investigate the theoretical
properties. Numerical studies are reported in Section 3. All the technical proofs are provided in the Appendix.

2. The newmethod

2.1. Direction recovery and estimation

In this section, we first propose a method to recover the direction of θ0 in the population level, and then discuss the
asymptotic properties of the estimation in the sample level. Denote 0 < τ1 < τ2 < · · · < τK < 1. Let

L (b1, . . . , bK , θ) :=

K
k=1

E

ρτk


y − bk − θτx


, (2.1)

where ρτk(u) = τku − u1(u<0), and τk =
k

1+K , k = 1, . . . , K . Define
b̌1, . . . , b̌K , θ̌


:= argmin

b1,...,bK ,θ

{L(b1, . . . , bK , θ)} , (2.2)

here, bks are used to estimate the τk-quantiles of y − θ̌
τ
x, and it is easy to verify that b̌k is the τk-th quantile y − θ̌

τ
x.

Theorem 1. If the covariate x in (1.2) satisfies the following linear condition

E(x|θτ
0x) = var(x)θ0


θτ
0var(x)θ0

−1
θτ
0x, (2.3)

then θ̌ = κθ0, for some constant κ .

Remark 1. Theorem 1 implies that the simple linear CQR estimation can offer a consistent estimator for the direction of the
index vector θ0 under the linear conditions (2.3), which is widely assumed in the context of sufficient dimension reduction.
Li (1991) pointed out that the (2.3) is satisfied when x follows an elliptical distribution. Hall and Li (1993) proved that this
linearity condition always holds to a good approximation in single-index models of the form (1.1) when the dimension d
diverges. Thus, the linearity condition is typically regarded as mild, particularly when d is fairly large.
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