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a b s t r a c t

For a population represented as a two-way array, we consider sampling via the product
of independent row and column samples. Theory is presented for the estimation of a
population total under alternative methods of sampling the rows and columns.
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1. Introduction

In some surveys the population can be represented by the elements of a two-way array, (i, j), i = 1, . . . ,N, j = 1, . . . ,
M , and it is natural to take a sample as a Cartesian product S = {(i, j) : i ∈ SR, j ∈ SC }, where SR and SC are samples selected
from the rows {1, . . . ,N} and columns {1, . . . ,M}, respectively. A procedure in which SR and SC are selected independently
by probability sampling schemes is called cross-classified sampling, following Ohlsson (1996).

A typical application of cross-classified sampling is to a survey of businesses which each handle a large number of
products. Data is then collected from a sample of businesses on a sample of products.

We take the inferential objective to be to estimate the total of a variable y across units in the finite population, given only
data on the values of y for units in the sample. In the business application, y might denote the value of the sale or purchase
of a product in some time period and there may be interest in the total sales in the population. In some applications, there
might be subunits, such as transactions, in which case ymay be the sum across such subunits. This framework can also allow
for cases where a product is not handled by a business in the time period by setting y = 0. Dalén and Ohlsson (1995) present
an application of the use of cross-classified sampling in the construction of the Swedish Consumer Price Index.

Although cross-classified sampling can be treated within the general framework of finite population sampling, so that,
for example, a Horvitz–Thompson estimator can be defined (Ohlsson, 1996), many specific aspects of this method are not
covered by standard theory. For example, the latter typically treats sample quantities in different strata as independent,
whereas we shall have to allow for dependence induced between strata in one dimension by sampling in the other dimen-
sion. Apart from the two key papers cited so far, the literature on the theory of cross-classified sampling is very limited.
Vos (1964) provides some results for simple random sampling. There is a rather more extensive literature on the special
case when the row and columns are ordered, typically in space, but possibly in time. This is usually called two-dimensional
sampling or plane sampling. See e.g. Quenouille (1949), Bellhouse (1977), Iachan (1985) and Stevens and Olsen (2004). We
shall, however, not assume an ordering of rows or columns and shall not refer further to this literature.

In this paper, we extend the theory in Ohlsson (1996) in a number of ways. First, we provide more explicit results on
stratified sampling both from design-based andmodel-based perspectives. Second, we present results for with replacement
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unequal probability sampling. These results may be of interest in their own right, since it is common in business surveys
for either businesses or the volume of product sales to vary considerably by size and for probability proportional to size
sampling to be employed. However, in addition, we shall make use of the theory for with replacement sampling to construct
bootstrap procedures for variance estimation. Such procedures may prove simpler to implement in practice than the more
direct procedures we describe first.

2. Estimation for simple random and stratified sampling

We consider the estimation of the finite population total

Y =

N
i=1

M
j=1

yij,

where yij denotes the value of y for population unit (i, j) and is observed only for units (i, j) ∈ S. We consider two particular
sampling schemes.

2.1. Simple random sampling

We first consider the prototypical case where SR and SC are selected by simple random sampling without replacement
(SRSWOR). The natural unbiased estimator of Y here is the Horvitz–Thompson estimator given by

Ŷsrs =
NM
nm


i∈SR


j∈SC

yij,

where n andm are the sizes of SR and SC respectively. The (design-based) variance of this estimator is nowpresented together
with an unbiased estimator of this variance. The first of these results is given in Ohlsson (1996).

Theorem 2.1. Under the SRSWOR design above, the estimator Ŷsrs is unbiased for Y , with variance

var(Ŷsrs) = N2M2

(1 − fR)

σ 2
R

n
+ (1 − fC )

σ 2
C

m
+ (1 − fC ) (1 − fR)

σ 2
RC

nm


, (1)

where

σ 2
R =

1
N − 1

N
i=1

(Ȳi. − Ȳ..)
2, σ 2

C =
1

M − 1

M
j=1

(Ȳ.j − Ȳ..)
2,

σ 2
RC =

1
N − 1

1
M − 1

N
i=1

M
j=1

(yij − Ȳi. − Ȳ.j + Ȳ..)
2,

fR = n/N, fC = m/M, Ȳi. =
M

j=1 yij/M, Ȳ.j =
N

i=1 yij/N and Ȳ.. =
N

i=1
M

j=1 yij/NM.
An unbiased estimator of var(Ŷsrs) is obtained by replacing σ 2

R , σ
2
C and σ 2

RC in (1) by

σ̂ 2
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1
n − 1


i∈SR

(ȳi. − ȳ..)
2
− (1 − fC )

σ̂ 2
RC

m
,

σ̂ 2
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1
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
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(ȳ.j − ȳ..)
2
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σ̂ 2
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1
(n − 1)(m − 1)
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
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(yij − ȳi. − ȳ.j + ȳ..)
2,

where ȳi. =


j∈SC yij/m, ȳ.j =


i∈SR yij/n and ȳ.. =


i∈SR


j∈SC yij/nm.
Proof. The variance expression in (1) is given by Ohlsson (1996), with the basis of its proof indicated. The unbiasedness
of σ̂ 2

R , σ̂
2
C and σ̂ 2

RC may be shown by taking successive expectations with respect to the two sampling schemes and using
standard results in sampling theory (Cochran, 1977, Theorem 2.4). �

2.2. Stratified random sampling

As noted in the introduction, variance expressions are less straightforward to obtain under stratification in cross-
classified sampling than in standard theory. We now suppose that the rows and columns are stratified into G and H strata
respectively and relabel the elements of the population as quadruples (g, h, i, j), where g = 1, . . . ,G, h = 1, . . . ,H, i =

1, . . . ,Ng and j = 1, . . . ,Mh. The values Ng andMh denote the stratum sizes, with


Ng = N and


Mh = M . We suppose
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