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a b s t r a c t

In this paper, a lower bound is determined in the minimax sense for change point esti-
mators of the first derivative of a regression function in the fractional white noise model.
Similar minimax results presented previously in the area focus on change points in the
derivatives of a regression function in the white noise model or consider estimation of the
regression function in the presence of correlated errors.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Nonparametric estimation of a kink in a regression function has been considered for Gaussian white noise models by
Cheng and Raimondo (2008), Goldenshluger et al. (2008a,b). Recently, this was extended to the fractional Gaussian noise
model by Wishart (2009). The fractional Gaussian noise model assumes the regression structure

dY (x) = µ(x) dx + εα dBH(x), x ∈ R, (1)

where BH is a fractional Brownian motion (fBm) and µ:R −→ R is the regression function. The level of error is controlled
by ε ≍ n−1/2, where the relation an ≍ bn means that the ratio an/bn is bounded above and below by constants. The level
of dependence in the error is controlled by the Hurst parameter H ∈ (1/2, 1) and α := 2 − 2H , where the i.i.d. model
corresponds to α = 1. The fractional Gaussian noise model was used by Johnstone and Silverman (1997) and Wishart
(2009) among others to model regression problems with long-range dependent errors.

This study is interested in the performance of estimators of a change point in the first derivative of µ observed in model
(1). This type of change point is called a kink, and the location is denoted by θ . Let θn denote an estimator of θ given n
observations. A lower bound is established for the minimax rate of kink location estimation using the quadratic loss in the
sense that

lim inf
n→∞

infθn sup
µ∈Fs(θ)

ρ−2
n E

θn − θ
2 ≥ C for some constant C > 0. (2)
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Themain quantity of interest in this lower bound is the rate, ρn. In (2), infθn denotes the infimum over all possible estimators
of θ . The class of functions under consideration for µ is denoted Fs(θ), defined below.

Definition 1. Let s ≥ 2 be an integer, and let a ∈ R \ {0}. Then, we say that µ ∈ Fs(θ) if the following hold.
1. The function µ has a kink at θ ∈ (0, 1). That is,

lim
x↓θ
µ(1)(x)− lim

x↑θ
µ(1)(x) = a ≠ 0.

2. The function µ ∈ L2 (R) ∩ L1(R), and satisfies the following condition:∫
R

|µ(ω)| |ω|
s dω < ∞, (3)

whereµ(ω) :=


R e−2π iωxµ(x) dx is the Fourier transform of µ.

The minimax rate for the kink estimators has been discussed in the i.i.d. scenario by Cheng and Raimondo (2008)
and Goldenshluger et al. (2008a), and was shown to be n−s/(2s+1). An extension of the kink estimators to the long-range
dependent scenariowas considered inWishart (2009), which built on thework of Cheng and Raimondo (2008). An estimator
of kink locations was constructed by Wishart (2009), and it achieved the rate, in the probabilistic sense,θn − θ

 = Op(n−αs/(2s+α)), (4)
which includes the result of Cheng and Raimondo (2008) as a special case with the choice α = 1. Both Cheng and Raimondo
(2008) andWishart (2009) considered a comparablemodel in the indirect framework, and used the results of Goldenshluger
et al. (2006) to infer the minimax optimality of (4). However, the results of Cheng and Raimondo (2008) andWishart (2009)
require a slightly more restrictive functional class than Fs(θ). The rate n−s/(2s+1), obtained by Cheng and Raimondo (2008),
was confirmed as the minimax rate by the work of Goldenshluger et al. (2008a), who used the i.i.d. framework and a
functional class similar to Fs(θ).

The fBmconcept is an extension of Brownianmotion that can exhibit dependence among its incrementswhich is typically
controlled by the Hurst parameter, H (see Beran, 1994; Doukhan et al., 2003 for more detailed treatment on long-range
dependence and fBm). The fBm process is defined below.

Definition 2. The fractional Brownian motion {BH(t)}t∈R is a Gaussian process with mean zero and covariance structure:

EBH(t)BH(s) =
1
2


|t|2H + |s|2H − |t − s|2H


.

We assume throughout the paper that H ∈ (1/2, 1), whereby the increments of BH are positively correlated and are long-
range dependent.

In this paper, a lower bound for the minimax convergence rate of kink estimation using the quadratic loss function will
be shown explicitly on model (1). This is a stronger result in terms of a lower bound than the simple probabilistic result in
(4) given by Wishart (2009), and is applicable to a broader class of functions.

2. Lower bound

The aim of the paper is to establish the following result.

Theorem 1. Suppose that µ ∈ Fs (θ) is observed from model (1) and that 0 < α < 1. Then, there exists a positive constant
C < ∞ that does not depend on n such that the lower rate of convergence for an estimator for the kink location θ with the square
loss is of the form

lim inf
n→∞

infθn sup
µ∈Fs(θ)

n2αs/(2s+α)E
θn − θ

2 ≥ C .

FromTheorem1, one can see that theminimax rate for kink estimation in the i.i.d. case is recoveredwith the choiceα = 1
(see Goldenshluger et al., 2008a). Also unsurprisingly, the level of dependence is detrimental to the rate of convergence. For
instance, as the increments become more correlated, and α → 0, the rate of convergence diminishes.

As will become evident in the proof of Theorem 1, the Kullback–Leibler divergence is required between two measures
involving modified fractional Brownian motions. To cater for this, some auxiliary definitions to precede the proof of
Theorem 1 are given in the next section.

3. Preliminaries

In this paper, the functions under consideration are defined in the Fourier domain (see Definition 1). Among others,
there are two representations for fBm that satisfy Definition 2 that are used in this paper. The first is the moving average
representation of Mandelbrot and Van Ness (1968) in the time domain and the second is the spectral representation given
by Samorodnitsky and Taqqu (1994) in the Fourier domain. These both need to be considered since they are both used in
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