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a b s t r a c t

It is hard to find explicit expressions for the renewal function U(x) =


∞

n=0 F
∗n(x). Many

researchers have made attempts to find suitable approximations for U(x). In this paper we
present simple approximations and show that they cover many of the known results.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Suppose that X, X1, X2, . . . are i.i.d. and nonnegative r.v. with distribution function F(x) = P(X ≤ x) and F(0+) = 0. If F
has a density,we denote it by f (x). The tail of F is denoted by F(x) = 1−F(x). IfX has a finitemean,we denote it byµ = EX =

∞

0 F̄(x)dx. We assume that F is non lattice. LetF(s) = E(e−sX ) denote the Laplace transform of F . Let Sn denote the partial
sums Sn = X1 + X2 + · · · + Xn, n ≥ 1, and let S0 = 0. Clearly we have P(Sn ≤ x) = F∗n(x), n ≥ 0. As usual F∗(.) denote the
n-fold convolution of F(.) with itself, that is F∗0(x) = 1, F∗1(x) = F(x), F∗n(x) = F ∗ F∗(n−1)(x) =


∞

0 F∗(n−1)(x − y)dF(y),
n = 2, 3, . . .. In what follows we will use the same notation in more general sense. If G(.) is a measure on the positive half
line and g(.) is an arbitrary measurable function we will denote G ∗ g(x) =


∞

0 g(x − y)dG(y).
The renewal functionU(x) is given byU(x) =


∞

n=0 F
∗n(x). It iswell known that the renewal function satisfies the follow-

ing renewal equationU(x) = 1+U∗F(x). It iswell known thatU(x) < ∞, for all x ≥ 0. Ifµ < ∞, the renewal theoremstates
that U(x)/x → 1/µ as x → ∞ and Blackwell’s theorem shows that for any fixed y > 0, U(x+ y)−U(x) → y/µ as x → ∞.
For these results we refer to Blackwell (1948) or Feller (1971). There have been many successful attempts to obtain the rate
of convergence in these results. Some authors such as Rogozin (1972) or Frenk (1983, 1987) use Banach algebra techniques.
Alsmeyer (1991), Carlson (1983) or Stone (1965) used Fourier analysis. Alsmeyer (1991) andNey (1981) used couplingmeth-
ods. In Dohli et al. (2002), the authors give an overview of numerical approximations in the renewal theorems. In this paper
we propose a simple and intuitive approach to approximate U(x). It turns out that our approximations cover all the results
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that we have found in the literature. To define our approximations, recall that the Laplace transform of U(x) is given by

U(s) =


∞

0
e−sxdU(x) = (1 −F(s))−1, s > 0.

When µ = EX < ∞, we can define the equilibrium distribution function Fe(x) as

Fe(x) = µ−1
 x

0
F(y)dy for x ≥ 0.

If EX2 < ∞ then the mean of the equilibrium distribution is finite. We will denote µe =


∞

0 (1 − Fe(x))dx < ∞. Clearly
Fe(x) has the density fe(x) = µ−1F(x), x ≥ 0.

Clearly we haveFe(s) = (1 −F(s))/(µs), s > 0 and it follows that

U(s) =
1

µsFe(s) =
1
µs

1

1 − (1 −Fe(s)) , s > 0.

Using a Taylor expansion, we obtain thatU(s) =
1
µs


∞

n=0(1−Fe(s))n =


∞

n=0
Tn(s). Using Newton’s binomial theorem, we

obtain that

Tn(s) =
1
µs

(1 −Fe(s))n =
1
µs

n
k=0

Ck
n(−1)kF k

e (s).

It follows that

U(x) =

∞
n=0

Tn(x), for almost all x ≥ 0, (1)

where Tn(x) =
1
µ

n
k=0 C

k
n(−1)k

 x
0 F∗k

e (y)dy. We denote by F∗k
e (x) the kfold convolution of Fe(x) with itself. It is tempting to

use formula (1) to obtain consecutive approximations for U(x). Based on (1) we propose the following approximations for
the renewal function: for fixed k ≥ 0, we set

Uk(x) =

k
n=0

Tn(x).

In the paper we consider the cases 0 ≤ k ≤ 3 and show that our approximation corresponds to the approximations that
have been published in many papers before.

2. The functions Tn(x)

2.1. Some alternative expressions

Lemma 1. Let x ≥ 0. We have T0(x) = x/µ and for n ≥ 1, we have

Tn(x) = −
1
µ

n
k=1

Ck
n(−1)k

 x

0
(1 − F∗k

e (y))dy. (2)

Moreover, if µe < ∞, for n ≥ 2 we have

Tn(x) =
1
µ

n
k=1

Ck
n(−1)k


∞

x
(1 − F∗k

e (y))dy.

Proof. The result for T0(x) is clear. The result for Tn(x) follows because we have
n

k=0

Ck
n(−1)k = (1 − 1)n = 0.

Now assume that µe < ∞. Clearly we have Tn(∞) = −
µe
µ

n
k=1 C

k
n(−1)kk. Now we use Newton’s binomial formula and

then take the first derivative to find:

(x − 1)n =

n
k=0

Ck
nx

k(−1)n−k and n(x − 1)n−1
=

n
k=1

Ck
nkx

k−1(−1)n−k, x ∈ R.

Taking x = 1 this is 0 =
n

k=1 C
k
nk(−1)n−k

= (−1)n
n

k=1 C
k
nk(−1)k and so we find that Tn(∞) = 0. The result follows.

Now we consider into more details the terms Tk(x), k = 1, 2, 3.
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