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a b s t r a c t

Jing (1995) and Liu et al. (2008) studied the two-sample empirical likelihood and showed
that it is Bartlett correctable for the univariate and multivariate cases, respectively. We
expand its domain to the full parameter space, and obtain a two-sample extended empirical
likelihood which is more accurate and can also achieve the second-order accuracy of the
Bartlett correction.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The empirical likelihood introduced by Owen (1988, 1990) is a versatile non-parametric method of inference with many
applications (Owen, 2001). One problemwhich the empirical likelihoodmethod has been successfully applied to is the two-
sample problem (Jing, 1995; Liu et al., 2008; Liu and Yu, 2010; Wu and Yan, 2012), where the parameter of interest θ is
the difference between the means of two populations. The well-known Behrens–Fisher problem is a special two-sample
problem in which the two populations are known to be normally distributed. Following DiCiccio et al. (1991), who showed
the surprising result that the (one-sample) empirical likelihood for a smooth function of themean is Bartlett correctable, Jing
(1995) and Liu et al. (2008) proved that the two-sample empirical likelihood for θ is also Bartlett correctable. The coverage
error of a confidence region based on the original empirical likelihood is O(n−1), but that based on the Bartlett corrected
empirical likelihood is only O(n−2).

For a one-sample empirical likelihood, there is a mismatch between its domain and the parameter space in that it is
defined on only a part of the parameter space. This mismatch is a main cause of the undercoverage problem associated
with empirical likelihood confidence regions (Tsao, 2013). The two-sample empirical likelihood for θ also has the mismatch
problem, as it is defined on a bounded region, but the parameter space is Rd. In this paper, we derive an extended version
of the original two-sample empirical likelihood (OEL) by expanding its domain into Rd through the composite similarity
mapping of Tsao andWu (2013). The resulting two-sample extended empirical likelihood (EEL) for θ is defined on the entire
Rd, and hence is free from the mismatch problem. Under mild conditions, this EEL has the same asymptotic properties as
the OEL. It can also attain the second-order accuracy of the two-sample Bartlett corrected empirical likelihood (BEL) of Jing
(1995) and Liu et al. (2008). The first-order version of this EEL is substantially more accurate than the OEL, especially for
small sample sizes. It is also easy to compute and competitive in accuracy to the second-order methods. We recommend it
for two-sample empirical likelihood inference.
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2. Two-sample empirical likelihood

Let {X1, . . . , Xm} and {Y1, . . . , Yn} be independent copies of random vectors X ∈ Rd and Y ∈ Rd, respectively. Denote by
µx and Σx the mean and covariance matrix of X , and by µy and Σy the mean and covariance matrix of Y , respectively. The
unknown parameter of interest is the difference in means θ0 = µy − µx ∈ Rd, and the parameter space is the entire Rd. We
will need the following three conditions later in the paper.

(C1) Σx and Σy are finite covariance matrices with full rank d.
(C2) lim sup∥t∥→∞ |E[exp{itTX}]| < 1 and lim sup∥t∥→∞ |E[exp{itTY }]| < 1.
(C3) E∥X∥

15 < +∞ and E∥Y∥
15 < +∞.

Condition (C1) is needed to establish the first-order result for the EEL, and conditions (C2) and (C3) are needed for the
second-order result. Denote by p = (p1, . . . , pm) and q = (q1, . . . , qn) two probability vectors satisfying pi ≥ 0, qj ≥ 0,m

i=1 pi = 1 and
n

i=1 qj = 1. Let µx(p) =
m

i=1 piXi and µy(q) =
n

j=1 qjYj, and denote by θ(p, q) their difference; that is,

θ(p, q) = µy(q) − µx(p).

The original two-sample empirical likelihood for a θ ∈ Rd, L(θ), is defined as

L(θ) = max
(p,q):θ(p,q)=θ


m
i=1

pi


n

j=1

qj


. (1)

The corresponding two-sample empirical log-likelihood ratio for θ is thus

l(θ) = −2 max
(p,q):θ(p,q)=θ


m
i=1

log(mpi) +

n
j=1

log(nqj)


. (2)

In order to develop our extended empirical likelihood, it is important to first investigate the domains of the original
empirical likelihood ratio L(θ) and log-likelihood ratio l(θ). The domain of L(θ) is given by

Dθ =


θ ∈ Rd

: there exist p and q such that µx(p) =

m
i=1

piXi,

µy(q) =

n
j=1

qjYj and θ = θ(p, q) = µy(q) − µx(p)


.

Since the ‘‘range’’ of µx(p) and µy(q) is the convex hull of the Xi and Yi, respectively, Dθ is a bounded, closed and connected
region in Rd without voids. Detailed discussions about this and other geometric properties of Dθ may be found in the proof
of Lemma 1. One of these properties is that θ is an interior point of Dθ if and only if it can be expressed as θ = θ(p, q) =

µy(q) − µx(p) for some p and q with straightly positive elements. Correspondingly, a boundary point of Dθ can only be
expressed as θ(p, q) = µy(q) − µx(p) where one or more elements of p and q are zero. This implies that L(θ) = 0 if θ is a
boundary point of Dθ and L(θ) > 0 if θ is an interior point of Dθ . We define the domain of the empirical log-likelihood ratio
l(θ) as

Θn = {θ : θ ∈ Dθ and l(θ) < +∞},

which excludes the boundary points of Dθ . To differentiate between the l(θ) in (2) and the extended version of l(θ) in the
next section, we will refer to the l(θ) in (2) as the original two-sample empirical log-likelihood ratio or simply ‘‘OEL l(θ)’’.
The extended version will be referred to as the ‘‘EEL l∗(θ)’’.

LetN = m+n, fm = N/m, and fn = N/n.Without loss of generality, assume thatm ≥ n > d. By themethod of Lagrangian
multipliers, we have

l(θ0) = 2


m
i=1

log{1 − fmλT (Xi − µx)} +

n
j=1

log{1 + fnλT (Yj − µy)}


, (3)

where the multiplier λ = λ(θ0) satisfies

m
i=1

Xi − µx

1 − fmλT (Xi − µx)
= 0 and

n
j=1

Yj − µy

1 + fnλT (Yj − µy)
= 0, (4)

and
n

j=1

Yj

1 + fnλT (Yj − µy)
−

m
i=1

Xi

1 − fmλT (Xi − µx)
= θ0. (5)
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