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a b s t r a c t

Let X(n), n ≥ 0, be a (homogeneous) Markov chain with a finite state space S = {1, 2, . . . ,
m}. Let S be the union of disjoint sets S1, S2, . . . , Sk which form a partition of S. Define
Y (n) = i if and only if X(n) ∈ Si for i = 1, 2, . . . , k. Is the collapsed chain Y (n) Markov?
This problem was considered by Burke and Rosenblatt in 1958 and in this note this prob-
lem is studied when the X(n) chain is non-homogeneous and Markov. To the best of our
knowledge, the results here are new.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

In this paper we study non-homogeneousMarkov chains (NHMCs) X(n), n ≥ 0, with finite state space S = {1, 2, . . . ,m},
an initial distribution p = (p1, p2, . . . , pm), P(X(0) = i) = pi, and the transition probability matrices Pn, n ≥ 1, given by

(Pn)ij = P(X(n) = j|X(n − 1) = i),

in the context of collapsibility. This is an old problem first studied by Burke and Rosenblatt (1958) for homogeneousMarkov
chains.

The problem can be stated as follows. Let S1, S2, . . . , Sr be r , 1 ≤ r ≤ m, pairwise disjoint subsets of S each containing
more than one state so that S = S1 ∪ S2 ∪ · · · ∪ Sr ∪ A, where A = S −∪

r
i=1 Si. Then the partition of S, given by S1, S2, . . . , Sr ,

and the singletons in A defines a collapsed chain Y (n) given by

Y (n) = i if and only if X(n) ∈ Si,

and Y (n) = u if and only if X(n) = u,

where n ≥ 0, 1 ≤ i ≤ r , and u ∈ A. The problem we study here is when the collapsed chain Y (n) is Markov. In his book,
Rosenblatt (1971), Chapter III, Section 2, Rosenblatt presented somemotivating examples in this context. One simple model
motivated by these examples can be described as follows.

An experimenter leads a guinea pig into a maze consisting of a straight line path OA, forking at A into three different
paths AB, AC, and AD; each path takes the guinea pig back to OA. A positive stimulus (an appealing food) is left on AB, while
a negative stimulus (a mild electric shock) is left on AC, and another negative stimulus (a slightly less mild shock) on AD.
After observing the guinea pig’s journey along this maze a large number of times, the experimenter decides on a 3-state
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Markov chain model to describe the ‘‘learning’’ behavior of the guinea pig. To simplify the model even further, he now has
the problem of deciding if collapsing the paths with negative stimuli can give him a 2-state Markov chain.

Many papers on functions of Markov chains are available in the printed literature. Some of them are included in the
references here. However, all such articles are on homogeneousMarkov chains. Similar interesting and non-trivial questions
can be asked for NHMCs. In this paper, we address some of them. While we are able to solve some of these problems, some
interesting problems still remain. For example, how do the present results generalize in the case of a Markov process with
state space either denumerable or continuous? Each of these references in the list: Abdel-Moniem and Leysieffer (1982),
Glover andMitro (1990), Iosifescu (1979), Kemeny and Snell (1960), Rogers and Pitman (1981), Rosenblatt (1973) andRubino
and Sericola (1989) is relevant in some respect with the present paper, though not discussed here directly.

In Section 2, we discuss a few relevant examples and some necessary definitions. Section 3 is the main section, where
our results are presented.

2. Definitions and examples

Definition 1. The initial distribution vector p = (p1, p2, . . . , pm),
m

i=1 pi = 1, 0 ≤ pi ≤ 1 for each i, P(X(0) = i) = pi,
where X(n) is a NHMC, is called left invariant if for each n ≥ 1, pPn = p. �

Note that for 1 ≤ i ≤ m, 1 ≤ j ≤ m,

(Pn)ij = P(X(n) = j|X(n − 1) = i), n ≥ 1.

Thus if p is left invariant, then for n ≥ 1, p(n)
= p, where p(n)(i) = P(X(n) = i). Notice that the uniform distribution vector

p=( 1
m , 1

m , . . . , 1
m ) is left invariant if and only if each Pn is anm×m bi-stochastic matrix (that is, a matrix for which each row

sum is 1 and each column sum is 1).
Consider the m × m diagonal matrix D such that Dii = pi > 0, 1 ≤ i ≤ m.

Definition 2. The NHMC X(n) is called reversible if and only if DPn = PT
nD for each n ≥ 1. �

If a NHMC X(n)n ≥ 0 is reversible, then its initial distribution p must be left invariant. The reason is the following.
Reversibility implies that for all i, j, 1 ≤ i ≤ m, 1 ≤ j ≤ m, and n ≥ 1,

(DPn)ij = (PT
nD)ij,

or

pi(Pn)ij = pj(Pn)ji.

Thus,
m
j=1

pi(Pn)ij =

m
j=1

pj(Pn)ji,

or

pi = (pPn)i, 1 ≤ i ≤ m,

implying p = pPn for n ≥ 1.
Thus, left invariance is relevant when we deal with reversibility and recall that p(n)

= p for n ≥ 1, if p is left invariant.
We should also mention that it follows immediately that for a reversible NHMC X(n),

P(X(n) = i, X(n − 1) = j) = P(X(n) = j, X(n − 1) = i)

for n ≥ 1, 1 ≤ i ≤ m, 1 ≤ j ≤ m. The converse also holds.
Let us alsomention that theremay not exist any left invariant distribution vector for a NHMC X(n). A very simple example

is the following: suppose that for a particular 2-state NHMC,

Pn =

1
3

2
3

1
3

2
3

 for n odd;

Pn =

1
3

2
3

2
3

1
3

 for n even.
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