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a b s t r a c t

This paper considers a partially nonlinear model E(Y |X, T ) = H(βTX) + g(T ), which is a
sub-model of the general partially nonlinear model but has some particular advantages in
statistical inference.Wedevelop a sieve least squaresmethod to estimate the parameters of
the parametric part and the nonparametric part. The consistency and asymptotic normality
of the estimator for the parametric part are established. Simulation results show that the
sieve estimators perform quite well.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction and motivation

The well-known general partially nonlinear model(PNLM) is

Y = H(β, X)+ g(T )+ ε,

where Y is the response variable, {X, T } are the associated covariates, H(·) is a pre-specified function, β is a d-dimensional
parameter vector, the non-parametric part g(·) is an unknown smooth function and ε is a random error with mean 0 and
constant variance. Wahba (1990), Liang (1995) and Li and Nie (2008) have carried out some research on this model. Note
that H(·)may be an arbitrary function, so it is not easy to discuss estimation properties for statistical inference in general.
For example, the identifiability condition of the model is usually given as a postulate for general PNLMs. In this paper, we
consider a sub-model of general PNLMs to be

Y = H(βTX)+ g(T )+ ε, (1)

where the parametric part isH(βTX) instead ofH(β, X). Model (1) can be viewed as a subfamily of the general ones that has
some particular advantages in theoretical studies. As H(·) is a function of one variable, it is convenient to make a statistical
inference in general. For example, it is not difficult to see that the model is identifiable if H(·) is a monotone function.
Furthermore, many nonlinear functions widely used in applications can be transformed into the form of H(βTX). Here are
some examples. Li and Nie (2008) applied PNLM to ecology. They studied how temperature affects the relationship between
the net ecosystem CO2 exchange (NEE) and photosynthetically active radiation (PAR). The model is

NEE = R(T )−
β1PAR
PAR+ β2

+ ε,
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where β1, β2 are unknown parameters with physical interpretations and R is the dark respiration rate that changes over
temperature T . After a simple derivation on its parametric part, we have

−
β1PAR
PAR+ β2

= −
1

1
β1
+

β2
β1
PAR

, −
1

β∗1 + β
∗

2PAR
= H(βTX),

where β = (β∗1 , β
∗

2 )
T, X = (1, PAR)T, H(x) = −1/x.

For semi-parametric models, the parametric parts are the most important of the models. Here we list three examples
among a great many others to show howmodel (1) nests them as special cases. More interesting examples and applications
of such models are given in Seber and Wild (1989) and Huet (2004).

• Example 1. Theoretical chemistry predicts that, for a given sample of gas kept at a constant temperature, the volume v
and pressure p of the gas satisfy the relationship pvγ = c. Writing y = p and x = v−1, we have

y = cxγ = exp(log c + γ log x),

where H(·) is derived to be an exponential function and the parameter is (log c, γ )T.
• Example 2. In bioassays, the probability px of a response to a quantity x of a drug can sometimes bemodeled by the logistic
curve

px =
exp(α + βx)
exp(α + βx)+ 1

=
1

1+ exp(−α − βx)
.

Then we get H(x) = 1/(1+ e−x) and the parameter is (α, β)T.
• Example 3. A famous family of models used in economics, for example in the study of demand and production functions,
is the Cobb–Douglas family

y = θ0x
θ1
1 x

θ2
2 · · · x

θk
k = exp(log θ0 + θ1 log x1 + θ2 log x2 + · · · + θk log xk).

Obviously, H(x) is the same as Example 1 and the parameter is (log θ0, θ1, . . . , θk)T.

Therefore, this paper aims to deal with the regression analysis when the concerned variables are associated in the form
of model (1), i.e. the general PNLMs that can be transformed into it. We would like to mention some previous works that
are related to but different from ours. Gao and Liang (1997) studied the general partially nonlinear model in a fixed design
case. They used a finite series to approximate the nonparametric part. WhenH(·) is a linear function, it is the partially linear
model(PLM) and there is a great deal of literature on the study of PLMs (e.g. Engle et al., 1986; Robinson, 1988; Speckman,
1988). A survey of PLMs was given by Härdle et al. (1999).
In the studies of semiparametric statistics, it is well known that dealing with the nonparametric component is often

difficult. This is mainly because optimization over a large parameter space leads to undesirable properties of the estimates,
such as inconsistency and roughness. One method is kernel or nearest neighbor by using a function to assign weights to
nearby observations, which is in the sense of local. In the sense of global, polynomial wavelets and splines are very effective,
by expressing the unknown function as a weighted sum of several curves. The estimation can be carried out by either two-
stage process, profile estimators, or a direct one step process, sieve estimators (Grenander, 1981). The sieve method uses
a sequence of increasing spaces (sieves) to approximate a large parameter space. Then the sieve estimator is obtained by
maximizing a criterion function restricted over the approximating space. For its precise definition and theoretical results
please refer to Shen (1997).
In model (1), since the nuisance parameter(nonparametric part) space is the collection of all bounded real-valued

continuous functions, each sieve is chosen as a collection of continuous piecewise linear functions. Estimators of regression
coefficients and the nuisance parameter for any finite sample size are obtained by maximizing the least square criterion
over the product of the finite-dimensional parameter space and the sieves. Using the methods of an empirical process, we
establish the consistency and asymptotic distribution of our sieve least squares estimator, and the convergence rates of both
parametric and nonparametric part are acceptable.
The rest of the article is organized as follows. Baseline assumptions and sieve least squares estimation (LSE) are stated

in Section 2. Based on the assumptions, the asymptotic properties of the estimation are then established in Section 3. From
the properties, the estimation is asymptotic efficient. Section 4 investigates the Monte Carlo simulations of the estimators.
All proofs are relegated to the Appendix.

2. Model assumptions and sieve least squares estimator

In this section we will construct the sieve LSE for model (1). We first introduce some notations and list the baseline
conditions that we use explicitly throughout this article.

A1. In model (1), the link function H is a strictly monotone function, and H has a second-order bounded derivative.
A2. (i) X is bounded, that is, there existsM1 > 0, such that P{|Xj| ≤ M1} = 1, where j = 1, . . . , d.

(ii) β = (β1, . . . , βd)T ∈ A, where A is a bounded closed set in Rd with boundaryM2.
(iii) T ∼ U(0, 1), the uniform distribution, and the joint distribution of (X, T ) does not depend on (β, g).
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