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a b s t r a c t

We consider the stochastic differential equation driven by Lévy processes. Using discrete
observations, moderate deviations for the threshold estimator of the quadratic variational
process are studied. Moreover, we also obtain the functional moderate deviations.
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1. Introduction

On a filtered probability space (Ω,F , (F )t , P), we consider the following stochastic differential equation driven by Lévy
process

dXt = σtdWt + bt + dLt , X0 = x0, t ∈ [0, 1] (1.1)
where b is a constant, W is a standard Brownian motion and 0 ≤ σt ∈ L2(R+, dt). Moreover, L is a compound Poisson
process independent ofW :

Lt =
Nt∑
i=1

Yi, t ∈ [0, 1]

where Yi are i.i.d. real random variables having law 1
λ
ν with the Lévymeasure ν of L and N is a Poisson process, independent

of each Yi and with constant intensity λ.
Assume that σt is unknown andwewant to estimate it fromdiscrete observations

{
x0, Xt1 , . . . , Xtn

}
of the process X with

ti = i/n. Exactly, we want to estimate the unknown quadratic variational process of X c which is the continuous part of X ,

[X c]t =
∫ t

0
σ 2s ds, t ∈ [0, 1],

which is also called integral volatility in the financial econometric literature.
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In the case that X have no jumps, this question has been well investigated. Florens-Zmirou (1993) studied it both from
the parametric and nonparametric point of view, and she obtained the consistency and the central limit theorem of her
estimators. Djellout et al. (1999) obtained large and moderate deviations. For further references, one can see Avesani and
Bertrand (1997), Bertrand (1997), Bercu and Dembo (1997) and Bercu et al. (1997).
If X has jumps defined by (1.1), in order to estimate [X c]t , the first problem is how to disentangle the jump part from

the diffusion part, since the latter provides information on [X c]t , while the jump part introduces noise. By the method of
threshold criterion, Mancini (2006) provided the following threshold estimator

V nt (X) :=
[nt]∑
i=1

(Xti − Xti−1)
2I{(Xti−Xti−1 )2≤r(1/n)},

where r(1/n) satisfies that

lim
n→∞

r(1/n) = 0, lim
n→∞

log n
nr(1/n)

= 0.

He has shown that V nt (X) is consistent estimators of [X
c
]t , and has some asymptotic normality respectively (c.f. Mancini,

2006, 2008). Furthermore, when σt ≡ σ , Mancini (2008) studied the large deviation of the threshold estimator. For more
references, one can see Mancini (2004). In our article, by the method as in Mancini (2008) and Djellout et al. (1999), we
consider moderate deviations and functional moderate deviations for estimators V nt (X).
More precisely, we are interested in the estimations of

P
( √

n
b(n)

(
V nt (X)−

∫ t

0
σ 2s ds

)
∈ A

)
,

where A is a given domain of deviation, (b(n), n > 0) is some sequence denoting the scale of deviation. When b(n) = 1,
this is exactly the estimation of central limit theorem. When b(n) =

√
n, it becomes the large deviations. Furthermore,

when b(n) → ∞ and b(n) = o(
√
n), this is the so called moderate deviations. In other words, the moderate deviations

investigate the convergence speed between the large deviations and central limit theorem.
Let us first recall some basic definitions in large deviations theory (c.f. Dembo and Zeitouni, 1997). Let {µT , T > 0} be

a family of probability on a topological space
(
S, S

)
where S is a σ -algebra on S and let λ(T ) be a nonnegative function on

[1,+∞) such that limn→∞ λ(T ) = +∞. A function I : S → [0,+∞] is said to be a rate function if it is lower semicontinuous
and it is said to be a good rate function if its level set {x ∈ S : I(x) ≤ a} is compact for all a ≥ 0. {µT , T ≥ 1} is said to satisfy
a large deviation principle (LDP) with speed λ(T ) and rate function I(x) if for any closed set F ∈ S

lim sup
T→∞

1
λ(T )

logµT (F) ≤ − inf
x∈F
I(x)

and for any open set G ∈ S,

lim inf
T→∞

1
λ(T )

logµT (G) ≥ − inf
x∈G
I(x).

Throughout this paper, let b(n), n ≥ 1 be positive numbers satisfying

b(n)→∞ and
b(n)
√
n
→ 0 as n→∞.

Theorem 1.1. Given (Xt) by (1.1). Assume σ 2t ∈ L
2([0, 1], dt), r(1/n) = o

(
1

√
nb(n)

)
and σt satisfy:

r(1/n)(
log n

b2(n)

)
max
1≤k≤n

∫ k/n
(k−1)/n σ

2
s ds
→+∞. (1.2)

Then {
P
( √

n
b(n)

(
V nt (X)−

∫ t

0
σ 2s ds

)
∈ ·

)
, n ≥ 1

}
satisfies the large deviations with speed b2(n) and rate function given by

It(x) =
x2

4
∫ t
0 σ

4
s ds

. �

Remark 1.1. (1) Under the conditions of Theorem 1.1, we have
√
nb(n) max

1≤k≤n

∫ k/n

(k−1)/n
σ 2s ds→ 0, n→∞.

(2) Letting r(1/n) = n−0.9, b(n) = n−0.3, σt ≡ 1, the conditions of Theorem 1.1 are satisfied.
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