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h i g h l i g h t s

• A new estimation method is proposed for VCM with serially correlated errors.
• The proposed estimator is more efficient than the existing local linear estimator.
• A procedure is suggested to select the order of the AR error process.
• Simulation results show that significant gains can be achieved with our method.
• A real example is given to show the usefulness of the proposed estimation method.
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a b s t r a c t

The varying coefficient model provides a useful tool for statistical
modeling. In this paper, we propose a new procedure for more
efficient estimation of its coefficient functions when its errors are
serially correlated and modeled as an autoregressive (AR) process.
We establish the asymptotic distribution of the proposed estimator
and show that it is more efficient than the conventional local
linear estimator. Furthermore, we suggest a penalized profile least
squares method with the smoothly clipped absolute deviation
(SCAD) penalty function to select the order of the AR error process.
Simulation evidence shows that significant gains can be achieved in
finite samples with the proposed estimation procedure. Moreover,
a real data example is given to illustrate the usefulness of the
proposed estimation procedure.
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1. Introduction

Investigating the relationship between a response variable and a set of covariates is a key issue
in many statistical problems. Among others, mean regression models extract central trend of data
by specifying the conditional mean function of a response variable given values of the covariates. A
number of mean regression models have been proposed in the literature. The most traditional and
simplest way to model the relationship is to employ the classical linear regression model. However,
thismodel is often too restrictive to capture complicated characteristics whichmight exist in the data.
From this point of view, the varying coefficient model is a very useful alternative. In general, a varying
coefficient model assumes that the relationship between the response variable Y and the covariates
X1, . . . , Xp and U follows

Yi = aT(Ui)Xi + εi, (1)

where Yi,Xi = (Xi1, . . . , Xip)
T and Ui are, respectively, the observations of the response variable Y

and the covariates X1, . . . , Xp and U, a(·) = (a1(·), . . . , ap(·))T is a vector of unknown coefficient
functions, and εi’s are random errors with E(εi|Ui,Xi) = 0 and Var(εi|Ui,Xi) = σ 2(Ui,Xi). By
modeling the regression coefficients nonparametrically, the varying coefficient model is flexible
and can be used to model nonlinear interaction effects among the covariates. The structure of the
varying coefficient model is simple, since the conditional mean function is still a linear function of the
covariates X1, . . . , Xp. If all coefficient functions are constant functions, the varying coefficient model
reduces to the classical linear regression model.

The varying coefficient model was first introduced by Cleveland et al. [7] and further developed by
Hastie and Tibshirani [18]. Due to its easy interpretation and its flexibility to explore dynamic pattern
of a regression relationship,model (1) has attracted a great deal of attention over the past twodecades.
When its errors are independent and identically distributed or within-subject dependent, model (1)
has beenwidely studied in estimation [6,4,14,18–20,24,27,35], hypothesis testing [4,15,16,33,37], and
variable selection [8,12,23,30,28,34,38].

Except for those work on longitudinal data, almost all workmentioned abovemake an assumption
that the errors εi’s are not correlated. Thework on longitudinal data usuallymakes a contemporaneous
correlation assumption on the errors. This may be not true for the applications involving the use
of time series data. There may exist significant serial correlation among the data when they are
collected sequentially in time. As is well known, in nonparametric regression models with serially
correlated errors, great efforts have been made to improve the efficiency of the conventional local
polynomial estimator of the regression function. Under the assumption that the errors follow an
invertible linear process, that is, a moving average (MA) process with infinite order, Xiao et al. [32]
proposed a new estimation procedure that takes into account the correlation structure of the errors
and showed that the proposed estimator is asymptotically more efficient than the conventional
local polynomial estimator. Su and Ullah [26] assumed that the error process has a finite order
nonparametric autoregressive (AR) structure, and proposed a three-step procedure for more efficient
estimation of the regression function. Li and Li [21] investigated how to incorporate the correlation
information of the errors into the local linear smoothing method. Under the assumption of the error
process being an AR process, they proposed a new estimation procedure for the regression function by
using local linear smoothing method and the profile least squares method. Liu et al. [22] assumed the
error process to be an autoregressive moving average (ARMA) process and developed a new method
to jointly estimate the transfer function nonparametrically and the ARMA parameters parametrically.
Compared to the study on nonparametric regression models with serially correlated errors, less
attention has been paid to varying coefficient models with serially correlated errors. Recently, Cai [3]
studied the estimation problem of model (1) under the assumption that the design point Ui = i/n
and the series {(εi,Xi)} is strictly stationary α-mixing but {εi} and {Xi} may not be independent.
The local linear smoothing method was employed to estimate the coefficient functions and the
asymptotic properties of the resulting estimators such as consistency and asymptotic normality were
also established. However, as pointed out by Cai [3], the proposed estimation procedure may not
be efficient because it does not take into account the correlation structure of the errors and hence
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