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1. Introduction

Imaging techniques provide non-invasive tools to track the development and progression of chronic pathologic processes.
In early phase clinical trials, imaging may be used on animals to evaluate the usefulness of potential new therapeutic drugs.
For example, the efficacy of a new cancer drug may be assessed by measuring the reduction in tumor size as seen on an image,
negating the need to sacrifice the animals or at least extending the time until the sacrifice is conducted and allowing for
multiple assessments on the same animal. Human imaging studies are also useful in the study of cancer as well as neurologic
disorders such as dementia and schizophrenia where abnormalities of tissue are known to occur. Imaging enables the study
of these abnormalities without the need of surgery, and is particularly useful in the context of neurodegenerative diseases
where slicing into the brain is an unlikely strategy. Therefore, imaging has become a critical tool for the study of these
chronic processes and the evaluation of new treatments for those conditions. However, imaging is incredibly expensive, so
studies tend to be of small or moderate size.

Each image, itself, is an extremely rich data source. The images are broken down into hundreds of thousands if not
millions of volume elements, or voxels, each of which contains information about the region or tissue being studied. These
voxels may be thought of as data points on a 3-dimensional lattice. Due to the underlying anatomy and biology of the
disease process, these data are likely to be highly correlated locally, with the correlation decreasing as the Euclidean distance
between points increases. There is, therefore, a need to perform sensible data reduction in such a way that under reasonable
conditions, the reduced summary measures will yield approximately normally distributed measures for use in statistical
analyses. Demonstration of the approximate normality of summary data from high-dimensional imaging would support
the use of standard linear model techniques for analysis even with small numbers of patients or animals, for example, use
of two-sample t-tests to compare two treatments in small pre-clinical experiments.
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Asymptotic distributions of sums of dependent data in one dimension have been studied extensively in the literature,
using various dependence schemes. Many researchers have proved asymptotic normality for m-dependent random
variables, in which random variables m units apart in sequence are assumed to be independent. Hoeffding and Robbins
(1948) assumed a fixed value for m while Berk (1973) and Romano and Wolf (2000) allowed for m to change with the
sample size and to grow infinitely large. Serfling (1968) examined asymptotic properties of sums of random variables under
less stringent dependence structures.

Sajjan (2000) developed a central limit theorem for a stationary dependent process on the 2-dimensional lattice. For the
lattice case, the idea of m-dependence is extended to (my, m,)-dependence. Christofides and Mavrikiou (2003) also focused
on the two-dimensional case, but relaxed the assumption of stationarity. In doing so, they made strong assumptions that
were difficult to meet in practice. They also defined a dependence structure for the lattice, called p-radius dependence, that
will be discussed below.

Use of linear combinations of data located on a lattice offers promise for the study of spatially distributed pathological
processes, which may be observed through structural magnetic resonance images (MRI) or positron emission tomography
(PET) scans as well as other imaging modalities. We present notation followed by a theorem describing conditions necessary
for asymptotic normality of the sum of variables located on a 3-dimensional lattice. We provide the proof of the theorem as
well as several examples for which the conditions of the theorem hold or where the theorem might be useful.

2. Theoretical considerations

Christofides and Mavrikiou (2003) defined the following concept of local dependence appropriate for the issue considered
here:

Definition. For a positive integer r let N denote the r-dimensional positive integer lattice and let {X;j, i € N"} be an array of
random variables defined on a common probability space (§2, 4, P). Let p > 0. The random variables {X;, i € N"} are said
to be p-radius dependent if Xj, and X;, are independent whenever d(iy, i) > p, where d(iy, iz) is the Euclidean distance
between i; and i,.

Let {X;, i = (i1, iz, i3) < (n1, ny, n3)} be an array of p-radius dependent three-dimensionally indexed random variables.
X represent either individual values or weighted values, and we are interested in asymptotic properties of their sum. n;
defines the vertical dimension (back to front), n, defines the horizontal dimension (left to right) and ns; defines the spatial
dimension (bottom to top).

Let p* = [p], the smallest integer greater than or equal to p.

Let v, be a positive integer greater than p*, which is allowed to change with n = (nq, ny, ns).

Let Ty ip.iy = {(1,J2,J3) tlk — Vo < Ji < ik + v, k = 1,2, 3} sothat Ty, ;, 4, is the 2y, + 1) x Quy + 1) x Qv + 1)
cube whose center is the point (iy, iz, i3).

Let

Si(ltzz,lé = Z )<jlsj2~j3’
(1:J2:33)€Tiy iy i3
the total (or weighted total) in the cube.

The lattice may be divided into a set of independent cubes and borders separating the cubes, beginning in the back left
corner of the bottom layer. The first cube is centered at (kj,, ky, k,) where k,, = v, + 1. Cube centers will be regularly spaced
atintervals of A, = 2v, + p* + 1, where A, represents the width of the cube and the adjacent border. Because the variables
Xi, ip,iz are p-radius dependent and the cubes are separated by a border of width p* > p, the cube sums are independent.
We assume that n; + p* may be evenly divided by A, so that there are no partial cubes in the ith dimension (i = 1: back
to front, i = 2: left to right, i = 3: bottom to top). The cubes are centered at (i1, iz, i3) = (ky + j1An, kn + joAn, kn + j3An),
where 0 < j; < D; — 1 and D; is the number of cubes in each dimension.

The regions of points that do not belong to any of the cubes may be divided into seven zones for each cube (Fig. 1). Three
regions are the “flat” rectangular areas adjacent to the right, front, and top of a cube, but not symbolically extending past
the edges of the cube. Next we identify three strips adjacent to the edges but not extending past the corners of the cube.
Finally, the remaining region is the small cube adjacent to the top right front corner.

For each cube, T, where k = (i1, io, i3), define S,EB ) to be the sum of the points in the seven boundary regions surrounding it.

The proof of the theorem relies on taking limits in such a fashion that the normalized sum of the sums of the random
variables in the cubes is asymptotically normal, by standard central limit theorem arguments, while the normalized sum of
the random variables in the boundary regions goes to zero in probability.

2.1. Theorem

The main theorem for the asymptotic distribution of the sum of random variables located on a spatial lattice is given
below.

Theorem 1. Let {X;, i, i3, (i1, i2,i3) < (11, N, n3)} be an array of p-radius dependent three dimensionally indexed random
variables. Without loss of generality, assume that these variables have mean equal to zero. Let v, be a positive integer greater
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