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Abstract

Consider a repeated measurement regression model yij ¼ gðxiÞ þ �ij where i ¼ 1; . . . ; n, j ¼ 1; . . . ;m, yij ’s are responses,

gð�Þ is an unknown function, xi’s are design points, �ij ’s are random errors with a one-way error component structure,

i.e. �ij ¼ mi þ nij , mi and nij ’s are i.i.d random variables with mean zero, variance s2m and s2n , respectively. This paper focuses
on estimating s2m and s2n . It is well known that although the residual-based estimator of s2n works very well the residual-

based estimator of s2m works poorly, especially when the sample size is small. We here propose a difference-based

estimation and show the resulted estimator of s2m performs much better than the residual-based one. In addition, we show

the difference-based estimator of s2n is equal to the residual-based one. This explains why the residual-based estimator of s2n
works very well even when the sample size is small. Another advantage of the difference-based estimation is that it does not

need to estimate the unknown function gð�Þ. The asymptotic normalities of the difference-based estimators are established.
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1. Introduction

Consider a repeated measurement regression model

yij ¼ gðxiÞ þ �ij ; i ¼ 1; . . . ; n; j ¼ 1; . . . ;m, (1.1)

where yij ’s are responses, gð�Þ is an unknown function, xi’s are design points, �ij ’s are random errors with a one-
way error component structure, i.e.

�ij ¼ mi þ nij, (1.2)

where mi and nij’s are i.i.d random variables with mean zero, variance s2m and s2n , respectively.
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Model (1.1)–(1.2) is a useful and flexible tool to fit multiple dependent variables. For the unknown function
gð�Þ, we can apply the usual kernel smoothing or series approximation procedure to estimate it consistently.
Actually, except for gð�Þ, the error variance s2m ¼ Eðm21Þ and s2n ¼ Eðn2ijÞ are also important quantities. They
describe the noise level and correlation between equations. Apart from the intrinsic interest as parameters of
the model, estimators of them are essential in such tasks as the construction of efficient estimator of gð�Þ,
confidence regions, model-based tests, model selection procedures, signal-to-noise ratio determination,
bandwidth selection and so on. Like Zhou and You (2005) we can construct estimators for them by estimated
residuals. Suppose that ĝð�Þ is a consistent estimator of gð�Þ, for example the Gasser–Müller estimator. Based
on ĝð�Þ we can obtain the estimated residuals as

�̂ij ¼ yij � ĝðxiÞ; i ¼ 1; . . . ; k; j ¼ 1; . . . ;m.

Since Eð�ij1�ij2 Þ ¼ s2m for j1aj2 and Eð�2ijÞ ¼ s2n þ s2m, from these estimated residuals we can construct estimators

of s2m and s2n , respectively, by

ŝ2m ¼
1

nmðm� 1Þ

Xn

i¼1

Xm

j1¼1

X
j2aj1

�̂ij1 �̂ij2 and ŝ2n ¼
1

nm

Xn

i¼1

Xm

j¼1

�̂2ij � ŝ2m. (1.3)

According to the simulation in Zhou and You (2005), although ŝ2n works very well ŝ2m works poorly, especially
when the sample size is small.

In this paper, we propose a difference-based estimation for s2m and s2n . We show the resulted difference-based
estimator of s2m performs much better than the residual-based estimator ŝ2m, especially when the sample size is
small. In addition, we show the difference-based estimator of s2n is equal to the residual-based estimator ŝ2n .
This explains why the residual-based estimator of s2n works very well even in the case of small sample size.
Compared with residual-based estimators, another advantage of the difference-based estimators is that they
do not need to estimate the unknown function gð�Þ and avoid the selection of the bandwidth. The asymptotic
normalities of the difference-based estimators are established. Difference-based estimation has been widely
applied to estimate error variance. See, for example, Rice (1984), Gasser et al. (1986), Hall et al. (1990), Dette
et al. (1998), Chen (2002) and so on. However, there are few results about the difference-based estimation used
to replicate measurement models.

The layout of the remainder of this paper is as follows. In Section 2 we describe the proposed difference-
based estimation. In Section 3 we present results from numerical studies. Section 4 gives the summary and all
proofs of main results are relegated to the Appendix.

2. Difference-based estimation

Suppose that fyij ;xi; i ¼ 1; . . . ; n; j ¼ 1; . . . ;mg is a sample from model (1.1)–(1.2). Similar to He et al. (2002),
we assume that the sequence of designs fxig

n
i¼1 is all scaled into the interval ½0; 1� and forms an asymptotically

regular sequence (Sacks and Ylvisacker, 1970) in the sense thatZ xi

0

pðxÞdx ¼
i � 1

n� 1
, (2.1)

where pð�Þ denotes a positive density function on the interval ½0; 1�.
Note that when j1aj2

yij1
� yij2

¼ �ij1 � �ij2 ¼ nij1 � nij2

and

Eðnij1 � nij2 Þ
2
¼ 2s2n .

Therefore, we propose a difference-based estimator of s2n , which has the form

�s2n ¼
1

2nmðm� 1Þ

Xn

i¼1

Xm

j1¼1

X
j2aj1

ðyij1
� yij2

Þ
2.
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