
Statistics & Probability Letters 77 (2007) 632–643

Self-normalized Wittmann’s laws of iterated logarithm
in Banach space

Dianliang Deng

Department of Mathematics and Statistics, University of Regina, Regina, Canada, SK S4S 0A2

Received 8 August 2006; accepted 20 September 2006

Available online 18 October 2006

Abstract

For a sequence of independent symmetric Banach space valued random variables fX n; nX1g, we obtain the self-

normalized Wittmann’s law of iterated logarithm (LIL) and give the upper bound for the non-random constant.
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1. Introduction

Let B be a real separable Banach space with k � k and topological dual B�. For a B-valued random variable
X and some p 2 ½1;1Þ, we write X 2WM

p
0 if for all f 2 B�, we have Ef ðX Þ ¼ 0 and Ejf ðX Þjpo1.

Throughout fX n; nX1g is a sequence of independent B-valued random variables defined on a probability space
ðO;F ;PÞ and f�n; nX1g is an independent Rademacher series supported on the same probability space ðO;F ;PÞ
and independent of fX n; nX1g: For each nX1, put Sn ¼

Pn
i¼1X i;W n;p ¼ supf2B�1

ð
Pn

i¼1jf ðX iÞj
pÞ

1=p where B�1 is
the unit ball of B�. As usual, L2x denotes the function log log maxfee;xg.

Griffin and Kuelbs (1989, 1991) established some extensions of the law of iterated logarithm (LIL) via self-
normalizations for independent real valued random variables both in the symmetric and non-symmetric cases.
However, many of these results require a symmetry assumption. Afterwards, Godbole (1992) discussed the
self-normalized bounded law of iterated logarithm (SNBLIL) for B-valued random variables and gave the
following definition for SNBLIL: fX n; nX1g will be said to satisfy the SNBLIL (fX ng 2 SNBLIL) if there
exists a non-random constant 0oMo1 such that for some p 2 ½1; 2� and r40,

lim sup
n!1

k
Pn

i¼1X ik

ð
Pn

i¼1kX ik
pÞ

1=p
ðL2

Pn
i¼1kX ik

pÞ
r
¼M a:s. (1.1)

Further, Godbole (1992) obtained the SNBLIL for r ¼
1

2
and r ¼ ðp� 1Þ=p.
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The advantage of SNBLIL is to drop the standard bounded assumption for the random variables
fX n; nX1g. But these results in Godbole (1992) did not give the accurate value for the non-random constant M

and deeply depend on the type of Banach spaces. In the case of real symmetric random variables,
Marcinkiewicz proved that Mp1 for p ¼ 2 and r ¼ 1

2
(see Griffin and Kuelbs, 1991 for a simple proof of

Marcinkiewicz’s result). Therefore, it was of interest to ask whether Mp1 for B-valued symmetric random
variables or to give the accurate estimate for M. By replacing the self-normalizer ð

Pn
i¼1kX ik

pÞ
1=p

ðL2

Pn
i¼1kX ik

pÞ
1=2 by ðsupf2B�1

Pn
i¼1jf ðX iÞj

pÞ
1=p
ðL2supf2B�1

Pn
i¼1jf ðX iÞj

pÞ
1=2, Deng (2003) answered this question

and obtained the following theorems.

Theorem 1.1. Let fX n; nX1g be a sequence of independent symmetric B-valued random variables. Suppose that

for some p 2 ½1; 2�, the following conditions hold:

lim
n!1

W p
n;p !þ1 a.s. (1.2)

supf2Djf ðX nÞjðL2W
p
n;pÞ

1=2

W n;p
! 0 a.s. (1.3)

Sn=ð2W 2
n;pL2W

p
n;pÞ

1=2
! 0 in probability. (1.4)

Then

lim sup
n!1

kSnk

ð2W 2
n;pL2W

p
n;pÞ

1=2
p1 a.s.

In particular, if (1.2), (1.3) and (1.4) hold for p ¼ 2, then

lim sup
n!1

kSnk

ð2W 2
n;2L2W

2
n;2Þ

1=2
¼ 1 a.s.

Theorem 1.2. Let fX n; nX1g be a sequence of independent symmetric B-valued random variables. Suppose that

for some p 2 ½1; 2�, the following conditions hold:

lim
n!1

W p
n;p !þ1 a.s. (1.5)

supf2Djf ðX nÞjðL2W
p
n;pÞ
ðp�1Þ=p

W n;p
! 0 a.s., (1.6)

Sn=W n;pðL2W
p
n;pÞ
ðp�1Þ=p

! 0 in probability. (1.7)

Then

lim sup
n!1

kSnk

2W n;pðL2W
p
n;pÞ

p�1=p
p

1

2
p ¼ 1;

p

p� 1

� �ðp�1Þ=p

1opo2 a.s.;ffiffiffi
2
p

2
p ¼ 2:

8>>>>>>><
>>>>>>>:

Note that the above theorems actually are the self-normalized versions of Kolmogorov’s LIL. Therefore, it
is of concern to ask whether the self-normalized version of Wittmann’s LIL holds in Banach space. The main
aim of the present paper is to solve the proposed questions. The paper is organized as follows. In Section 2, we
state the main results. In Section 3, we develop a new inequality. The proofs of theorems are obtained by using
an entropy approach and the new inequality.
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