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a b s t r a c t

For a sequence of nonnegative random variables {Xn, n ≥ 1} with finite means and partial
sums Sn =

n
i=1 Xi, n ≥ 1, and a sequence of positive numbers {bn, n ≥ 1} with

bn ↑ ∞, sufficient conditions are given under which (Sn − ESn)/bn → 0 almost surely.
Our result generalizes the strong law of large numbers obtained by Korchevsky (2015).
Some applications for dependent random variables are also provided.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Let {Xn, n ≥ 1} be a sequence of random variables defined on a probability space (Ω,F , P). Set Sn =
n

i=1 Xi for n ≥ 1.
We say that the sequence {Xn, n ≥ 1} satisfies the strong law of large numbers (SLLN) if

Sn − ESn
n

→ 0 almost surely (a.s.). (1.1)

There are many SLLNs for independent random variables. Kolmogorov proved a SLLN under the condition
∞
n=1

Var(Xn)

n2
< ∞. (1.2)

Petrov (1969) obtained a SLLN under the condition

Var(Sn) = O


n2

ψ(n)


for some ψ ∈ Ψc, (1.3)

where Ψc is the set of all functions ψ(x) such that ψ(x) is positive and nondecreasing in (x0,∞) for some x0 > 0 and
∞
n=1

1
nψ(n)

< ∞. (1.4)
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The condition (1.3) is called Petrov’s condition. Since ψ(x) is positive and nondecreasing, (1.4) is equivalent to
∞
n=1

1
ψ(αn)

< ∞ for any α > 1. (1.5)

Since {Xn, n ≥ 1} are independent, Var(Sn) =
n

i=1 Var(Xi) and so it is easy to show that (1.3) implies (1.2).
Nowwe consider SLLNs for sequences of nonnegative random variables without independence. Etemadi (1983a) proved

in an elementary way the following SLLN for nonnegative random variables.

Theorem 1.1 (Etemadi, 1983a). Let {Xn, n ≥ 1} be a sequence of nonnegative random variables with finite second moments.
Suppose that the following conditions hold:
(i) supi≥1 EXi < ∞,
(ii) EXiXj ≤ EXiEXj for all j > i,
(iii)


∞

i=1 Var(Xi)/i2 < ∞.
Then (Sn − ESn)/n → 0 a.s.

Etemadi (1983b) also obtained a SLLN for weighted sums of nonnegative random variables.

Theorem 1.2 (Etemadi, 1983b). Let {Xn, n ≥ 1} be a sequence of nonnegative random variables with finite second moments. Let
{wn, n ≥ 1} be a sequence of positive numbers withwn/Wn → 0 and Wn → ∞, where Wn =

n
i=1wi for n ≥ 1. Suppose that

the following conditions hold:
(i) supi≥1 EXi < ∞,
(ii)


∞

j=1
j

i=1wiwjCov+(Xi, Xj)/W 2
j < ∞.

Then
n

i=1wi(Xi − EXi)/Wn → 0 a.s.

It is easy to show that Theorem 1.2 embraces Theorem 1.1 by lettingwn = 1 for n ≥ 1. Extending themethod of Etemadi
(1983a), Csörgő et al. (1983) proved an analogue of Kolmogorov’s SLLN for pairwise independent random variables. We can
write the result of Csörgő et al. (1983) as a SLLN for nonnegative random variables by observing their proof carefully.

Theorem 1.3 (Csörgő et al., 1983). Let {Xn, n ≥ 1} be a sequence of nonnegative random variables with finite second moments.
Suppose that the following conditions hold:
(i) supn≥1 ESn/n < ∞,
(ii) EXiXj ≤ EXiEXj for all j > i,
(iii)


∞

n=1 Var(Xn)/n2 < ∞.
Then (Sn − ESn)/n → 0 a.s.

The above theorem shows that the uniform boundedness of {EXn, n ≥ 1} in Theorem 1.1 can be replaced by a weaker
condition of Cesàro uniform boundedness (i.e., supn≥1

n
i=1 EXi/n < ∞). Chandra and Goswami (1992) proved a SLLN from

the arguments of Csörgő et al. (1983).

Theorem 1.4 (Chandra and Goswami, 1992). Let {Xn, n ≥ 1} be a sequence of nonnegative random variables with finite second
moments. Let {bn, n ≥ 1} be a nondecreasing unbounded sequence of positive numbers. Suppose that the following conditions
hold:
(i) supn≥1 ESn/bn < ∞,
(ii) there exists a double sequence {ρij} of nonnegative reals such that

Var(Sn) ≤

n
i=1

n
j=1

ρij for all n ≥ 1,

(iii)


∞

i=1


∞

j=1 ρij/b
2
max{i,j} < ∞.

Then (Sn − ESn)/bn → 0 a.s.

Setting bn = n for n ≥ 1, ρii = Var(Xi) for i ≥ 1, and ρij = 0 for i ≠ j, Theorem 1.3 follows directly from Theorem 1.4.
Some SLLNs for nonnegative random variables have been established under Petrov’s conditions. Petrov (2009) obtained

the following SLLN for nonnegative random variables satisfying some moment conditions.

Theorem 1.5 (Petrov, 2009). Let {Xn, n ≥ 1} be a sequence of nonnegative random variables satisfying Petrov’s condition (1.3)
and

E (Sn − Sm) ≤ C(n − m) for sufficiently large n − m, (1.6)

where C is a positive constant. Then (Sn − ESn)/n → 0 a.s.
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