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a b s t r a c t

We derive the characteristic function (CF) of integrals of Lévy-driven Ornstein–Uhlenbeck
processes with time-inhomogeneous coefficients. The resulting expression takes the form
of the exponential integral of the time-changed characteristic exponent. This result is
applied to some examples leading to closed form expressions. In particular, it drastically
simplifies the calculations of the CF of integrated Compound Poisson processes compared
to the standard approach relying on joint conditioning on inter-arrival jump times.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

We consider a time-inhomogeneous Ornstein–Uhlenbeck (OU) process λ governed by a BackgroundDriving Lévy Process
(BDLP) X:

dλt = (α(t)− β(t)λt)dt + σ(t)dXt . (1)

The Lévy triple of X is noted (µ, σ , ν) where ν(z) stands for the density of the Lévy measure. These processes are called
generalized OU processes. They have been studied in Barndorff-Nielsen and Shepard (2001) in the context of stochastic
volatility modeling in econometrics and finance in the special case of constant coefficients.

In this letter, we are interested in the characteristic function ϕΛs,t (x) of the path integralΛs,t =
 t
s λudu conditional upon

the σ -field Fs standing for the filtration up to time s:

ϕΛs,t (x) := E[eixΛs,t |Fs] := Es[eixΛs,t ]. (2)

Integrals of Markov processes are popular stochastic processes as a result of their numerous applications. In finance
for instance, these integrals appear in Asian options (Geman and Yor, 1993; Carr and Schroder, 2004) and their Laplace
transforms are appealing when explicit formula for the distributions are too involved or cannot be found. In some cases
however, these characteristic functions naturally embed key information. For instance, ϕΛs,t (i) is a key calibration condition
when dealing with interest rates in short-rate models or survival probability distributions in Cox models (see e.g. Brigo and
Mercurio, 2006, Lando, 2004, Bielecki et al., 2011).

Closed form expressions of the Laplace transforms of path integrals have been derived in Pollett and Stefanov (2002)
for continuous-time Markov chains taking value on the set of positive integers. With regards to diffusion processes, very
general results have been obtained for affine, quadratic and geometric models. The corresponding results are derived from
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the transition probabilities and the property that the infinitesimal generator is dependent on the space variable only, i.e. the
stochastic differential equations (SDE) have time-homogeneous coefficients. Explicit formulas for many standard processes
including the integrated Brownian Ornstein–Uhlenbeck, Square-Root and Jacobi diffusions are available in Albanese and
Lawi (2005) and Hurd and Kuznetsov (2008). The specific case of integral of geometric Brownian motion, closely linked to
squared Bessel processes, has extensively been studied in Yor (1992).

In spite of this extensive literature, some important results are still lacking for interesting stochastic processes, including
the integral of generalized time-inhomogeneous OU processes. In this letter, we provide a simple formula for getting those
characteristic functions based on time-changed integrals of the Lévy characteristic exponent. We illustrate the interest of
the results on some examples.

2. Characteristic function ofΛs,t

The logarithm of the characteristic function ϕXt (x) of a Lévy process X satisfies

ψXt (x) := lnϕXt (x) = t lnϕX1(x) = tψX (x) (3)

where

ψX (x) := ψX1(x) = ixµ−
1
2
σ x2 +


R
(eixz −1− ixz 1{|z|<1})ν(dz) (4)

is the characteristic exponent of X (see e.g. Cont and Tankov, 2004).
The proposition below gives the characteristic exponent of a stochastic integral with respect to a Lévy process.

Proposition 1. Let X be a Lévy process with characteristic exponent ψX and define the semi-martingale Ys,t =
 t
s σ(u)dXu for

some deterministic integrable function σ . Then,

ψYs,t (x) =
 t

s
ψX (σ (u)x)du

where ψYs,t (x) := lnϕYs,t (x).

Proof. See Appendix A.1. �

Observing that the bounds (s, t) in Ys,t are fixed, the above proposition holds even for integrands of the form σ(s, t, u).

Proposition 2. Let λ be the solution to Eq. (1). Then, ϕΛs,t (x) = exp{ψΛs,t (x)} where

ψΛs,t (x) = ixM(s, t)+
 t

s
ψX (xK(u, t)) du (5)

with

G(s, t) := e−
 t
s β(u)du, I(s, t) :=

 t

s
α(u)G(u, s)du, K(s, t) :=

 t

s
σ(s)G(s, u)du

M(s, t) := (t − s)λs +
 t

s
(t − u) (α(u)− β(u)G(s, u)(λs + I(s, u))) du.

Proof. See Appendix A.2. �

The above result can be applied to obtain the characteristic function of the integral
 t
s f (u)λudu of a process λ solving

(1) weighted in a time-dependent way by a sufficiently regular function f . Indeed, the stochastic process λ̃t := f (t)λt is a
solution to (1) with λ̃s = f (s)λs, α(t)← f (t)α(t), β(t)← β(t)− f ′(t)/f (t) and σ(t)← f (t)σ (t).

Example 1. Let X = W be a Brownian motion. Then, t

s
ψX (K(u, t)x)du = −

 t

s

(xK(u, t))2

2
du = −

x2

2
V (s, t).

Therefore,

ψΛs,t (x) = ixM(s, t)−
x2

2
V (s, t) (6)

where V (s, t) :=
 t
s K 2(u, t)du is the variance of the Gaussian random variableΛs,t .

The next example is a drifted Brownian bridge, whose expectation is γ t(T − t).
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