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a b s t r a c t

We study the stability of L-statistics with respect to dependence structures belonging to
nonparametric neighbourhoods of independence of Kolmogorov and χ2 types. The result-
ing bounds are expressed in terms of numerical characteristics of independent sample and
parameters controlling neighbourhood’s size.
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1. Introduction

Let X1, X2, . . . , Xn be random variables defined on a common probability space (Ω,F , P) . Denote by X1:n ≤ X2:n ≤ · · ·

≤ Xn:n the order statistics from the sample X1, . . . , Xn. Linear combinations of order statistics, called L-statistics, form an
important class of estimators (see, e.g. Serfling, 1980; David andNagaraja, 2003). In the financial context, they accommodate
numerous indices of economic inequality as well as actuarial risk measures (see Kremer, 1998; Dowd et al., 2008; Greselin
et al., 2009). Bounds on expected L-statistics from possibly dependent samples were studied by Arnold and Groeneveld
(1979), Rychlik (1993a,b), Papadatos (2001) and Kaluszka et al. (2005), among others. A comprehensive survey on this topic
can be found in Rychlik (1998, 2001a). The sensitivity of L-statistics under arbitrary violations of independence assumption
has been examined for the first time by Rychlik (1993b, 2001b, 2007). Kaluszka and Okolewski (2011, 2014) presented some
(usually not attainable) evaluations of stability of L-statistics with respect to dependence structures belonging to several
Kolmogorov-type neighbourhoods of independence, and applied them to derive additional multiple life premium loading
related to the dependence of lifetimes.

In this paper we study the effect of dependence on expected L-estimate in the case when the dependence structure of
observations is not fully known, but it belongs to some Kolmogorov-type or χ2-type neighbourhood of independence, mo-
tivated by ψ-mixing (for notions of ψ-mixing see, e.g., Dedecker et al., 2007). We give sharp bounds on the difference of
expected L-estimates calculated from independent and dependent sampleswith the same univariatemarginal distributions.
They are expressed in terms of numerical characteristics of the independent sample and coefficients describing the neigh-
bourhood size. To the best of our knowledge, the presented bounds are the first ones for expected L-statistics from weakly
dependent observations which are attainable.
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2. Stability of expected L-estimates

Let X1, X2, . . . , Xn, n ≥ 2, be non-negative random variables with distribution functions F1, F2, . . . , Fn and let X ′

1, . . . , X
′
n

be independent random variables such that X ′

i =
d Xi for i = 1, . . . , n,where =

d means the equality in distribution. Denote
by X ′

1:n ≤ · · · ≤ X ′
n:n the order statistics from the sample X ′

1, . . . , X
′
n and by X ′

1:I the minimum min{X ′

i : i ∈ I},∅ ≠ I ⊂

{1, 2, . . . , n}.We will denote by C the Farlie–Gumbel–Morgenstern (FGM) n-copula defined as

C(u1, . . . , un) =


1 +

n
t=2


I∈Ct

ρI

j∈I

(1 − uj)


n

i=1

ui, (1)

where Ct stands for the family of all t-element subsets of {1, 2, . . . , n} and the parameters ρI ∈ [−1, 1], I ∈ I2 =
n

t=2 Ct ,
are such that

1 +

n
t=2


I∈Ct

ρI

i∈I

ψi ≥ 0 for all ψ1, . . . , ψn ∈ {−1, 1} (2)

(see Kotz et al., 2000). The admissible parameter setΘ constitutes a closed convex polyhedron in R2n−n−1,which contains
the ball with centre at zero and radius 1 in l1 norm. Some extension of the FGM n-copula has been proposed by Cambanis
(1977) (cf. Hashorva and Hüsler, 1999; Hashorva, 2001).

Let λk, k = 1, . . . , n, be real numbers and let L =
n

k=1 λkXk:n, L′
=
n

k=1 λkX
′

k:n and

λ̃t =

t
k=1

λn−k+1(−1)t−k

t − 1
k − 1


, t = 1, 2, 3, . . . , n. (3)

We focus our attention on deriving upper bounds. Their lower counterparts can be immediately obtained as
inf E

n
k=1 λkXk:n = − sup E

n
k=1(−λk)Xk:n. We shall assume that the integrals appearing in the propositions exist and

are finite. Moreover, we adopt the convention that 0/0 = 0, denote by |A| and int(A) the cardinality and the interior of a
set A, respectively, and write Ck,I = {Z ⊂ I: |Z | = k} and sgn(a) = −1(a < 0)+ 1(a > 0), where 1(z) = 1 if z is true and
1(z) = 0 otherwise.

We first provide evaluations for Kolmogorov-type neighbourhoods of independence.

Proposition 1. Suppose that for any t = 2, 3, . . . , n and any I ∈ Ct there exists εI ≥ 0 such that

sup
x>0

P
i∈I

{Xi > x}


−

i∈I

P(Xi > x)


i∈I
P(Xi > x)

≤ εI , (4)

i.e. the Xi’s satisfy some ψ-mixing type dependence condition. Then

E(L − L′) ≤

n
t=2

|λ̃t |

I∈Ct

εIEX ′

1:I . (5)

If the εI ’s are sufficiently small, i.e. (ρ̃I)I∈I2 ∈ int(Θ),where ρ̃I =
t

k=2(−1)ksgn(λ̃k)


J∈Ck,I
εJ , then the bound (5) is attained

for the Xi’s which have the FGM n-copula (1) with ρI = ρ̃I


i∈I p
−1
i , and the marginal distribution functions Fi = pi1[0,ci) +

1[ci,∞), i = 1, 2, . . . , n, in which c ′

i s are arbitrary positive real numbers and p1, p2, . . . , pn ∈ (0, 1) are so chosen that
(ρI)I∈I2 ∈ int(Θ).

Proof. We will use the following well-known identity (cf. Blom et al., 1994, p. 32):

P


n

i=1

IAi ≥ k


=

n
t=k

(−1)t−k

t − 1
k − 1

 
1≤i1<···<it≤n

P(Ai1 ∩ . . . ∩ Ait ), (6)

where A1, . . . , An are arbitrary events and IA(ω) = 1(ω ∈ A), ω ∈ Ω. Of course

P(Xk:n > x) = P


n

i=1

1(Xi > x) ≥ n − k + 1


.

From (6) we have

P(Xk:n > x) =

n
t=n−k+1

(−1)t−(n−k+1)

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
St(x),
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